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Fig. 4 Sketch of the transport properties of electron-flavor neutrinos and antineutrinos (upper part)
compared to heavy-lepton neutrinos (lower part). In the supernova core ne and n̄e interact with
the stellar medium by charged-current absorption and emission reactions, which provide a major
contribution to their opacities and lead to a strong energetic coupling up to the location of their
neutrinospheres, outside of which both chemical equilibrium between neutrinos and stellar matter
(indicated by the black region) and diffusion cannot be maintained. In contrast, heavy-lepton neu-
trinos are energetically less tightly coupled to the stellar plasma, mainly by pair creation reactions
like nucleon bremsstrahlung, electron-position annihilation and nen̄e annihilation. The total opac-
ity, however, is determined mostly by neutrino-nucleon scatterings, whose small energy exchange
per scattering does not allow for an efficient energetic coupling. Therefore heavy-lepton neutrinos
fall out of thermal equilibrium at an energy sphere that is considerably deeper inside the nascent
neutron star than the transport sphere, where the transition from diffusion to free streaming sets in.
The blue band indicates the scattering atmosphere where the heavy-lepton neutrinos still collide
frequently with neutron and protons and lose some of their energy, but cannot reach equilibrium
with the background medium any longer. (Figure adapted from Raffelt, 2012, courtesy of Georg
Raffelt)

tion to free streaming at their corresponding energy-averaged neutrinosphere. This
sphere is also called transport sphere (sometimes also “scattering sphere”), whose
radius Rn ,t is determined by solving Eq. (9) with a suitable spectral average of the
total opacity ktot ⌘ kabs+kscatt, which includes all contributions from scattering and
absorption processes. Equilibration between neutrinos and the stellar background is
possible up to the so-called average energy sphere (also termed “number sphere”,
because outside of this location the number of neutrinos of a certain species is es-
sentially fixed). When scatterings increase the zig-zag path of neutrinos diffusing
through the medium and thus increase the probability of neutrinos to be absorbed,
the radius Rn ,e of the energy sphere is given by the condition

teff =
Z •

Rn ,e
dr rkeff =

2
3

(20)

Optically thick Optically thin

Figure from Janka 2017

A kinetic framework is essential for modeling of neutrino radiation field
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Fig. 2.— Left: Discretized momentum space of neutrinos in the laboratory frame. Spherical coordinates are employed. The radial
direction corresponds to neutrino energy and the azimuthal dimension is omitted. The grid in each dimension may not be uniform. Right:
The Lorentz-transformed mesh in the fluid-rest frame. The blue lines correspond to the radial lines whereas the black lines are transformed
from the concentric circles in the left panel. The brown dots show an isoenergy circle in the fluid-rest frame for comparison. Matter is
assumed to move upward in this figure.

ings.
After giving the SR Boltzmann equations in the next

section, we present our idea to overcome these difficul-
ties. We then demonstrate our successful handling of the
isoenergetic scatterings in the realistic supernova simu-
lations (see Section 7).

4. SR BOLTZMANN EQUATIONS FOR NEUTRINOS

We start with the covariant form of Boltzmann equa-
tion:

pµ ∂f

∂xµ
+

dpi

dτ

∂f

∂pi
=

(δf

δτ

)

col
, (1)

which is valid even in curved space-time. In the above
expression, f(= f(xµ, pi)) denotes the neutrino distri-
bution function in phase space; xµ and pµ are space-
time coordinates and four-momentum of neutrino, re-
spectively; since the latter satisfies the on-shell condition:
pµpµ = −m2

ν , in which mν is a neutrino mass, only three
of four components are independent and this is why only
spatial components appear in the second term on the
left hand side; τ stands for the affine parameter of neu-
trino trajectory. The left hand side of Eq. (1) expresses a
geodesic motion in the phase space, while the right hand
side denotes symbolically the so-called collision terms,
i.e., the terms that give the rate of changes in f due to
neutrino-matter interactions.

On the spherical coordinates in flat space-time, which
are the coordinates we employ for the laboratory frame in
our Eulerian approach, Eq. (1) is cast into the following

conservation form:

∂f

∂t
+

µν

r2

∂

∂r
(r2f) +

√

1− µ2
ν cos φν

rsin θ

∂

∂θ
(sin θf)

+

√

1− µ2
ν sin φν

rsin θ

∂f

∂φ
+

1

r

∂

∂µν
[(1 − µ2

ν)f ]

−
√

1− µ2
ν

r

cos θ

sin θ

∂

∂φν
(sin φνf) =

(δf

δt

)lb

col
, (2)

where r, θ, φ denote the spatial variables; as three in-
dependent components of neutrino four-momentum, we
do not use its spacial components but adopt energy and
two angles, θν and φν (see Figure 3); µν is defined as
µν ≡ cos θν . In Eq. (2) and the rest of this paper, we as-
sume that neutrinos are massless, which is well justified
as long as neutrino oscillations are ignored.

The collision term in Eq. (2), which is expressed with
the laboratory time t, is related with the original collision
term in equation (1) as

(δf

δτ

)

col
= εlb

(δf

δt

)lb

col
, (3)

where εlb(≡ pt) denotes the neutrino energy measured in
the laboratory frame. Similarly, the collision term in the
fluid-rest frame can be expressed with the proper time of
each fluid element (t̃) as

(δf

δτ

)

col
= εfr

(δf

δt̃

)fr

col
, (4)

where εfr(≡ pt̃ ≡ −uµpµ) denotes the neutrino energy
in the fluid-rest frame. Here uµ is the four-velocity of
matter.
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Abstract

We propose a novel numerical method for solving multi-dimensional, special relativistic Boltzmann
equations for neutrinos coupled to hydrodynamics equations. It is meant to be applied to simulations
of core-collapse supernovae. We handle special relativity in a non-conventional way, taking account of
all orders of v/c. Consistent treatment of advection and collision terms in the Boltzmann equations
is the source of difficulties, which we overcome by employing two different energy grids: Lagrangian
remapped and laboratory fixed grids. We conduct a series of basic tests and perform a one-dimensional
simulation of core-collapse, bounce and shock-stall for a 15M! progenitor model with a minimum but
essential set of microphysics. We demonstrate in the latter simulation that our new code is capable
of handling all phases in core-collapse supernova. For comparison, a non-relativistic simulation is also
conducted with the same code, and we show that they produce qualitatively wrong results in neutrino
transfer. Finally, we discuss a possible incorporation of general relativistic effects in our method.
Subject headings: supernovae: general—neutrinos—hydrodynamics

1. INTRODUCTION

dN = f(t,p,x)d3pd3x (1)

Quantitative studies on the mechanism of core-collapse
supernovae (CCSNe) require detailed numerical simula-
tions. Except for low-mass (8 ∼ 10M!) progenitors,
elaborate one-dimensional (1D) simulations under spher-
ical symmetry have not reproduced the supernova ex-
plosion (Sumiyoshi et al. 2005; Liebendörfer et al. 2005;
Kitaura et al. 2006; Burrows et al. 2007). Last decade,
most of supernova modelers have focused on the multi-
dimensional (Multi-D) aspects of dynamics (see e.g., Ko-
take et al. (2012a); Janka (2012); Burrows (2013) for re-
cent review). In the post-bounce phase, instabilitities
drive post-shock accretion flows into turbulence, making
dynamics intrinsically multi-D. This may be crucial for
the supernova explosion, since the non-spherical turbu-
lent motions increase the dwell time of material in the
gain region, enhancing its absorption of hot neutrinos,
boosting the post shock pressure, and eventually pushing
the shock wave outwards (Takiwaki et al. 2012; Dolence
et al. 2013).
As a matter of fact, we have recently witnessed shock

revival in some of the currently most advanced simula-
tions (Burrows et al. 2006; Marek & Janka 2009; Suwa
et al. 2010; Lentz et al. 2012; Müller et al. 2012a,b; Taki-
waki et al. 2013), which has raised our hope that we will
finally unveil the mechanism of CCSNe. Unfortunately,
however, success or failure of the supernova explosion is
a delicate problem. In fact, the latest results of Multi-D
simulations by different groups are still at odds with one
another and no consensus has yet emerged concerning
which ingredient(s) is (are) essential for explosion. Al-
though various approaches, both phenomenological and
ab initio, are being undertaken at present, only better
simulations possibly with a Boltzmann-equation solver

that incorporate detailed microphysics and general rela-
tivity (GR) may give the conclusive answer.
Towards this goal, we are developing a numerical

code for neutrino transfer, which solves the Boltzmann
equations (Sumiyoshi & Yamada 2012). Our code is
based on the discrete-ordinate Sn method, which finite-
differences the Boltzmann equations, deploying multi-
angle and multi-energy bins in momentum space. Using
some snapshots from three-dimensional (3D) supernova
simulations, Sumiyoshi & Yamada (2012) demonstrated
the capabilities of this new code, which implements the
minimum set of neutrino reactions (see also Sumiyoshi et
al. (2014)). These simulations concerned neutrino trans-
fer in static backgrounds, however, and no back-reactions
to matter were taken into account.
The next step should be a coupling of this code with

a hydrodynamical code. This may not be so sim-
ple, though. Spherically symmetric 1D computations
may be easier, since they can adopt Lagrangian for-
mulations both for neutrino transfer and hydrodynam-
ics (Mezzacappa & Bruenn 1993; Mezzacappa et al.
2001; Liebendörfer et al. 2005; Sumiyoshi et al. 2005,
2007). Such formalisms as they are could not be applied
in Multi-D, however, and different formulations should
be developed for the Multi-D Boltzmann-Hydro simu-
lations, i.e. the simulations that solve the Boltzmann
equations and hydrodynamical equations simultaneously
in multi-dimensions.
Unlike the previous 1D codes, we adopt an Eulerian

picture in this paper. There are several reasons for this
choice. Among other things, we have in mind that the
Boltzmann solver will be coupled with a Multi-D Eule-
rian hydrodynamics and gravity solvers, which have been
well established and widely used in the high-energy as-
trophysical community. In addition, the Eulerian pic-
ture has a benefit to easily handle the left hand side
of Boltzmann equation, i.e., advection terms. In gen-

(Time evolution + Advection Term) (Collision Term)

and remembering the definition

dpt

dτ
¼ dxα

∂τ
∂pt

∂xα
!!!!
pi
þ dpi

dτ
∂pt

∂pi

!!!!
xμ

¼ pα ∂pt

∂xα
!!!!
pi
− Γi

αβpαpβ ∂pt

∂pi

!!!!
xμ
: (19)

The conservative form is also derived for a local
orthonormal frame. Starting from Eq. (3) with the choice
of ûa ¼ eað0Þ and Eqs. (12), (14)–(16), we obtain

1
ffiffiffiffiffiffi−gp

∂ð ffiffiffiffiffiffi−gp
ν−1pαfÞ
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qðiÞ

þ 1

ν2
∂
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αpβ∇αe
β
ð0ÞÞ

þ 1

sin θ̄
∂
∂θ̄

#
ν−2 sin θ̄f

X3

j¼1

pαpβ∇αe
β
ðjÞ

∂lðjÞ

∂θ̄
$

þ 1

sin2θ̄
∂
∂φ̄

#
ν−2f

X3

j¼2

pαpβ∇αe
β
ðjÞ

∂lðjÞ

∂φ̄
$

¼ Srad; (20)

or a practical form

1
ffiffiffiffiffiffi−gp

∂
∂xα

!!!!
qðiÞ

%#
eαð0Þ þ

X3

i¼1

lðiÞeαðiÞ
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ffiffiffiffiffiffi−gp

f
&

−
1

ν2
∂
∂ν ðν

3fωð0ÞÞ þ
1

sin θ̄
∂
∂θ̄ ðsin θ̄fωðθ̄ÞÞ

þ 1

sin2θ̄
∂
∂φ̄ ðfωðφ̄ÞÞ ¼ Srad; (21)

where

ωð0Þ ≔ ν−2pαpβ∇αe
β
ð0Þ ¼

X3

i¼1

lðiÞ

#
γi00 þ

X3

j¼1

γi0jlðjÞ

$
;

ωðθ̄Þ ≔
X3

j¼1

ωðjÞ
∂lðjÞ

∂θ̄ ;

ωðφ̄Þ ≔
X3

j¼2

ωðjÞ
∂lðjÞ

∂φ̄ ; (22)

and

ωðjÞ ≔ ν−2pαpβ∇αe
β
ðjÞ

¼ γ0j0 þ
X3

i¼1

lðiÞ

'
ðγ0ji þ γij0Þ þ

X3

k¼1

γijklðkÞ

(
: (23)

γαβγ ¼ −γβαγ is the Ricci rotation coefficients defined by
γαβγ ≔ eaðαÞe

b
ðγÞ∇bðeðβÞÞa. We also used

∇a

)
eað0Þ þ

X3

i¼1

lðiÞeaðiÞ
*
¼
X3

i¼1

)
γi0i− γ0i0lðiÞ þ

X3

k¼1

γikilðkÞ

*
;

−cot θ̄
∂lðjÞ

∂θ̄ −
1

sin2θ̄

∂2lðjÞ

∂φ̄2
¼lðjÞ;

∂lðiÞ

∂θ̄
∂lðjÞ

∂θ̄ þ 1

sin2θ̄

∂lðiÞ

∂φ̄
∂lðjÞ

∂φ̄ ¼ δij−lðiÞlðjÞ:

Note that the partial derivative with respect to xα that
appears in the first term for Eqs. (20) and (21) has to be
taken fixing ν, θ̄, and φ̄ (not fixing pi). For Eq. (21), it is
trivially seen that N ¼

R
dN is the conserved quantity [see

Eqs. (4) and (9)].
It is soon found that ωð0Þ is related to ωðiÞ by

ωð0Þ ¼ −
X3

i¼1

ωðiÞlðiÞ: (24)

Since lðiÞ, ∂lðiÞ=∂θ̄, and ð∂lðiÞ=∂φ̄Þ= sin θ̄ constitute an
orthonormal set of the unit vector in the local three-
momentum space of subscript ðiÞ, we find that ωð0Þ,
ωðθ̄Þ, and ωðφ̄Þ are the independent components of ωðiÞ.
½ωð0Þ;ωðθ̄Þ;ωðφ̄Þ& are independent projection components of
the ωðiÞ vector, satisfying

ω2
ð0Þ þ ω2

ðθ̄Þ þ
1

sin2θ̄
ω2
ðφ̄Þ ¼

X3

i¼1

ω2
ðiÞ: (25)

We note that ωð0Þ and ωðjÞ are composed of nine basis
functions of Ylmðθ̄; φ̄Þ with 0 ≤ l ≤ 2 and 0 ≤ jmj ≤ 2,
where Ylm is the spherical harmonics function. Also,
ωðθ̄Þ sin θ and ωðφ̄Þ are composed of fourteen basis functions
of Ylmðθ̄; φ̄Þ with 0 ≤ l ≤ 3 and 0 ≤ jmj ≤ 2. Thus, in
general, ½ωð0Þ;ωðθ̄Þ;ωðφ̄Þ& are written as functions of these
basis functions, although with a good choice of the tetrad,
they can be written in a simple form in particular for
spacetime of a special symmetry (see below).

C. Explicit form in black hole spacetime

1. Schwarzschild black hole

As an illustration, we explicitly describe the con-
servative form of Boltzmann’s equation in black-hole
spacetime. As the simplest case, first, we choose the
Schwarzschild background for which the line element is
written as

ds2 ¼ −
#
1 −

2M
r

$
dt2 þ

#
1 −

2M
r

$−1
dr2

þ r2ðdθ2 þ sin2θdφ2Þ; (26)

SHIBATA et al. PHYSICAL REVIEW D 89, 084073 (2014)

084073-4

Conservative form of GR Boltzmann eq.

Shibata, Nagakura, Sekiguchi, and Yamada (2014)
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Neutrino oscillation induced by self-interactions
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Figure 9. Neutrino spectra at the CCSN source modelled by our analytic formula (equation 12). The left-hand and right-hand panel correspond to νµ and ντ ,
respectively. The parameters are chosen so as to reproduce our Monte Carlo simulations for the early post-bounce phase (see the text for more details). The
solid lines represent the sum of thermal- and non-thermal component of neutrino spectrum. The dashed lines denote those of the thermal component. For νµ,
the spectrum is cut at the energy of muon rest mass (106 MeV) where we draw a thin vertical line in the left-hand panel.

post-bounce phase. Fig. 10 portrays the resultant spectrum of heavy
leptonic neutrinos for the late post-bounce phase in failed CCSN.

We must mention several caveats regarding our choice of the
parameters. Although the choice was made based on the emergent
spectra obtained by our Monte Carlo simulations, there remain sev-
eral uncertainties, indicating that the sensitivity of the detectability
to the parameters needs to be investigated. As we shall show below,
however, that there also remain large uncertainties in neutrino cross-
sections with detector materials, which prevents the quantitative
arguments; hence, our discussions are restricted to a qualitative level.
We postpone the detailed study of parameter dependence in future
until we remove or at least reduce the major uncertainties for the
estimation.

4.1.2 Neutrino oscillation

As we have described in Section 2, the neutrino shock acceleration
breaks the degeneracy of νµ and ντ in the energy of E > Mu, implying
that the treatment of three flavour of neutrinos is indispensable.
Three different flavours of neutrinos change into each other during
flight due to neutrino oscillation, which should be taken into account
to consider the event count in terrestrial detectors. In this paper,
we adopt a simple oscillation model but frequently used in the
literature: adiabatic Mikheyev–Smirnov–Wolfenstein (MSW) model
for normal and inverted mass hierarchies. Below, we describe the
essence of the model.

The CCSN core is the place where the matter potential of the
neutrino oscillation Hamiltonian dominates the vacuum one. The
matter potential is not identical among different flavours; for instance,
charged-current interactions in νe make the matter potential higher
than that for other heavy leptonic neutrinos. We also note that the
radiative corrections in matter reactions depend on the mass of
leptons (Botella, Lim & Marciano 1987), indicating that νµ and
ντ also feel the different matter potential. Although the radiative

correction is much smaller than the charged-current interactions,
the difference plays an important role to distinguish νµ and ντ ,
and in particular, the effect overwhelms the vacuum potential if the
matter density (ρ) becomes higher than ∼107–108 g cm−3 (Botella
et al. 1987; Dighe & Smirnov 2000). We find that the neutrino
shock acceleration occurs at the place where the matter density is
comparable or higher than the threshold; hence, we assume that the
three flavours of neutrinos are pinned at each three different mass
eigenstate in this study.

To see the relation between the flavour- and effective mass
eigenstate of neutrinos in matter, we need to compute the eigenvalues
of the oscillation Hamiltonian. For neutrinos, the Hamiltonian in the
flavour basis can be written as,

H = Hv + Hm, (16)

where

Hv = 1
2E

U




m2

1 0 0
0 m2

2 0
0 0 m2

3



U†, (17)

and

Hm =




Veµ 0 0
0 0 0
0 0 Vτµ



. (18)

In the expressions, mi (i = 1, 2, 3) denotes the three independent mass
of neutrinos. U represents the Pontecorvo–Maki–Nakagawa–Sakata
(PMNS) matrix,10

U = U23U13U12, (19)

10We ignore the two Majorana phases in the PMNS matrix, since they do not
affect neutrino oscillations (Bilenky, Hošek & Petcov 1980; Langacker et al.
1987).

MNRAS 502, 89–107 (2021)
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1. Refractions by self-interactions induce neutrino flavor conversions, which is analogy 
to matter effects (e.g., MSW resonance).

2. The oscillation timescale is much shorter than the global scale of CCSN/BNSM. 

3. Collective neutrino oscillation induced by neutrino-self interactions commonly 
occurs in CCSNe environments.

Pantalone 1992
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Rich flavor-conversion phenomena driven by 
neutrino self-interactions

- Slow-mode

- Fast-mode (FFC)

- Collisional flavor instability (CFI)

- Matter-neutrino resonance

・Energy-dependent flavor conversion occurs. 
・The frequency of the flavor conversion is proportional to  

(Duan et al. 2010)

TIFR/TH/20-15

Fast Neutrino Flavor Conversion at Late Time

Soumya Bhattacharyyaú and Basudeb Dasgupta†

Tata Institute of Fundamental Research, Homi Bhabha Road, Mumbai 400005, India

(Dated: May 25, 2020)

We study the fully nonlinear fast flavor evolution of neutrinos in 1+1 dimensions. Our numerical
analysis shows that at late time the system reaches an approximately steady state. Using the steady
state approximation we analytically show that the spatial variation of the polarization vectors is
given by their precession around a common axis, which itself has a motion reminiscent of a gyroscopic
pendulum. We then show that the steady state solution to the equations of motion cannot be
separated in position and velocity, that is the motion is not collective in the usual sense. However,
the fast evolution allows spectral-swap-like dynamics leading to partial decoherence over a range
of velocities, constrained by conservation of lepton number(s). Finally, we numerically show that
at late time the transverse components of the polarization vectors become randomly oriented at
di�erent spatial locations for any velocity mode and lepton asymmetry.

I. INTRODUCTION

Neutrinos emitted by stars present valuable opportuni-
ties to study neutrino properties [1]. While solar neutri-
nos have famously helped zero in on the large mixing an-
gle scenario, neutrinos from supernovae may yet provide
a unique opportunity to study neutrino-neutrino interac-
tions – a crucial piece of the standard model of particle
physics that has not been tested directly.

The rate of neutrino oscillations is typically dictated
by the vacuum oscillation frequency, Ê, and the matter
potential, ⁄ [2–4]. Until the early 2000s, it was believed
that this paradigm was su�cient to describe neutrino
oscillations inside supernovae as well [5]. At that time,
the outstanding problem of the field appeared to be to
understand the e�ect of fluctuations in the background
matter density [6–8].

Following the pioneering papers by Pantaleone [9, 10],
however, it became clear that the issue is more sub-
tle [11, 12]. Owing to the large neutrino density, even
free-streaming neutrinos experience significant forward-
scattering o� other neutrinos. Such scattering leads to
a self-interaction potential, µ ∫ Ê, that is proportional
to the neutrino density and can dominate over the vac-
uum term. As a result, a gamut of new collective flavor
transformations can occur inside supernovae.

The so-called “slow” collective e�ects, with an intrinsic
rate ≥

Ô
Êµ, are already faster than usual neutrino oscil-

lations. These lead to a variety of new phenomena, e.g.,
synchronization [11], bipolar oscillations [12–16], spectral
swaps [17–20], three-flavor e�ects [21–24], multi-angle ef-
fects [25–28], decoherence [29–32], and linear instabili-
ties [33], including those that break symmetries of direc-
tion [34, 35], space [36, 37], and time [38, 39]. Related de-
velopments, that followed the influential papers by Duan,
Fuller, Carslon and Qian, and their phenomenological
consequences have been reviewed in Refs. [40–43]; see also
references therein.
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Ray Sawyer pointed out that much more rapid “fast”
flavor conversions can take place [44–47]. These have
a frequency ≥ µ, and might have a much more drastic
e�ect for neutrino physics [48–68] as well as supernova
astrophysics [69–75]. The criterion for fast conversions
to occur appears to be related to that for slow conver-
sions, i.e., the di�erence of neutrino and antineutrino flux
distributions in the momentum space must have a zero
crossing [20], though a more detailed understanding still
remains wanting.

The flavor evolution of a dense neutrino gas is governed
by a large number of coupled nonlinear partial di�eren-
tial equations. These are almost always very di�cult to
solve. Although linearized stability analysis is useful to
ascertain if and when fast conversion takes place, it can-
not directly answer the question – what is the impact
of fast flavor conversion on observable neutrino fluxes or
the explosion mechanism? This is a significantly harder
problem that requires understanding the nature of the
solution in the nonlinear regime. A step in this direction
was taken by Sen and one of the present authors [51],
where the flavor evolution of a 4-beam model in 0+1 di-
mension was understood in the fully nonlinear regime.

In this work, we take another step in the same di-
rection. We consider a dense neutrino gas in 1+1 di-
mensions, with a spectrum of velocity modes, and ana-
lyze the coupled flavor evolution of the neutrino system
into the nonlinear regime. Our numerical analysis sug-
gests that the system reaches an approximately steady
state at late time. In the steady state approximation,
we analytically show that the spatial variation of the po-
larization vectors is given by their precession around a
gyrating flavor pendulum with a fixed length, spin, and
energy, and the solution is not collective. The polariza-
tion vectors, when averaged over space, however, exhibit
complete (partial) decoherence for zero (nonzero) lepton
asymmetry. For partial decoherence, the non-vanishing
range of velocity modes is dictated by conservation of
lepton numbers. This kinematic decoherence stems from
randomization of the transverse components. Numerical
examples confirm these analytical insights.
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I. INTRODUCTION

In the hot and dense medium arising in core-collapse
supernova (CCSN) and binary neutron star merger
(BNSM), neutrinos play a key role in transporting en-
ergy, momentum, and lepton-number. Once neutrinos
are produced by weak interactions, they propagate across
di↵erent fluid elements. A fraction of the neutrinos ex-
perience scatterings with or reabosrption onto matter,
that would drive explosions in CCSN, and launch disk-
outflows in the remnant of BNSM. The neutrino emis-
sion and absorption can also change the electron-fraction
that has a direct influence on the chemical composition of
matter, highlighting the importance of accurate models
of neutrino radiation field.

! =
�m2

2E⌫
,

� =
p
2GFne,

µ =
p
2GFn⌫ ,

(1)

Decades of progress on numerical simulations of CCSN
and BNSM have improved our understanding of rolls of
neutrinos on fluid dynamics and their observable conse-
quences. Most of the numerical models, however, su↵er
from large uncertainties in neutrinos quantum kinetics.
In dense neutrino environments, the neutrino-neutrino
self-interactions give rise to reflactive e↵ects, potentially
leading to large neutrino-flavor conversion (see, e.g., [1–
3]). Since the self-interaction is essentially a non-linear
process, a number of simplifying assumptions need to be
imposed to handle the problem analytically. Although
numerical simulations is a powerful approach in study-
ing the non-linear phenomenon, they are not yet at a
stage to provide reliable astrophysical consequences of
the flavor conversion. In fact, the spatial wavelength of
flavor conversion becomes several orders of magnitude
smaller than typical one of CCSN and BNSM, exhibit-
ing requirements of currently unfeasible comutational re-
sources. Notewithstanding, we need to accomodate neu-
trino quantum kinetics in theoretical models one way or
another. In fact, recent theoretical studies suggested that

fast neutrino-flavor conversion, one of the collective neu-
trino oscillation modes, ubiquitously occur in CCSN [4–
13] and BNSM [14–18] environments.
not important in CCSN [19, 20] and BNSM [21] dy-

namics
The non-linear properties of neutrino quantum kinetics

have been investigated in various approaches. One of the
common strategy is neutrino bulb model[19, 20, 22–29]1

The most common strategy is to make use of either
steady-state or local approximations, making the prob-
lem numerically tractable.
stationary and homogeneous solutions [30]
line-beamed model [31–33]
homogeneous dynamical [34–39]
inhomogeneous dynamical [40–51]
numerical codes [52, 53]
a long and arduous journey.
As pointed out by [54, 55], collective neutrino oscil-

lations naturally break their own temporal stationality
in CCSN environments, suggesting that we would dis-
card potentially important features of quantum kinetics
in steady-state models.
Multi-azimuthal-angle instability [56, 57]
Self-induced decoherence [58]
GR e↵ects [26]
Matter neutrino reasonances [59–61]
Global simulations (under-resolved and short-time)

[21, 62]
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Vacuum:
Matter:
Self-int:

・Collective neutrino oscillation in the limit of ω → 0.
・The frequency of the flavor conversion is proportional to
・Anisotropy of neutrino angular distributions drives the fast flavor-conversion. 

(Sawyer 2005)
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(Johns 2021)

・Asymmetries of matter interactions between neutrinos and anti-neutrinos
drive flavor conversion.  
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FIG. 2. The critical electron fraction Y crit
e below which the

system is predicted to be collisionally unstable, shown as a
function of n⌫x/n⌫̄e and n⌫̄e/n⌫e and assuming n⌫x = n⌫̄x .
Since Ye . 0.2 is typical in the neutrino decoupling region,
the majority of this parameter space is unstable.

support the same solutions, assuming the initial state is
seeded with flavor coherence. As a matter of fact, such
a system does enter into the decay mode, but never into
the growing one. From the vantage point of Eq. (5), the
significance of the oscillation terms is that they cause the
polarization vectors to wander through di↵erent config-
urations in flavor space until chancing upon the growing
solution. Fast instabilities, by way of contrast, really can
arise with ! = 0 as long as coherence is seeded. The µ

terms serve double duty in those cases, prompting the
exploration of flavor space and driving the instabilities
themselves.

Linear stability analysis provides a complementary
perspective. For this we return to the density matri-
ces. Linearizing in o↵-diagonal elements and adopting a
matter-suppressed mixing angle ✓m

⇠= 0,

i@t⇢ex =
⇣
�! �

p
2GF (n⌫̄e � n⌫̄x)� i�

⌘
⇢ex

+
p
2GF (n⌫e � n⌫x)⇢̄ex

i@t⇢̄ex =
⇣
+! +

p
2GF (n⌫e � n⌫x)� i�̄

⌘
⇢̄ex

�
p
2GF (n⌫̄e � n⌫̄x)⇢ex. (13)

Seeking collective modes, we now take ⇢ex = Qe
�i⌦t and

⇢̄ex = Q̄e
�i⌦t. The dispersion relation results from plug-

ging these expressions into Eqs. (13) and dispensing with
Q and Q̄. It can be solved analytically:

Im ⌦ ⇠= ±
�� �̄

2

µSp
(µD)2 + 4!µS

�
�+ �̄

2
, (14)

where S = |S(0)| = n⌫e � n⌫x + n⌫̄e � n⌫̄x and D =
|D(0)| = n⌫e � n⌫x � n⌫̄e + n⌫̄x . (S and D are assumed

FIG. 3. Collisionally and fast-unstable evolution in
an anisotropic calculation: n⌫e (thick black curve), n⌫̄e

(medium), n⌫x (thin), and neutrino coherence density |PT |/2
(teal). The very thin curves show the results when � and �̄
are artificially set to the average of their actual values (hence
� = �̄). The rapid oscillatory motion is the swinging of the
fast pendulum [21]. No conversion would be visible if the
system were stable to fast flavor conversion (FFC).

to point along z initially, but the formulas are easily
adapted.) If µD � 2

p
!µS, which is usually expected

of the setting we have in mind, then the instability crite-
rion coincides with Eq. (6). If µD < 2

p
!µS and ! < 0

(indicating the inverted hierarchy), then Eq. (14) is in-
validated by intervention of the bipolar instability.
Up to this point the analysis has assumed monochro-

maticity, isotropy, and homogeneity. The first of these
is justified by the high neutrino density. Though not
presented here, numerical calculations with multiple en-
ergies confirm that collisional instability a↵ects them col-
lectively.
Calculations also confirm the presence of collisionally

unstable evolution in anisotropic set-ups. An interest-
ing case is one where collisional and fast instabilities are
present together. Fig. 3 shows the results of such a cal-
culation. The parameters are the same as those used
in making Fig. 1 except that n⌫e has been decreased to
2.6⇥ 1033 cm�3 and the angular distributions have been
made anisotropic, so as to make the system unstable to
fast oscillations. As with the other parameters, the an-
gular distributions are chosen to be representative of real
conditions in a supernova. They are specified by the flux
factors (i.e., the ratios of energy flux to energy density)
f⌫e = 0.05, f⌫̄e = 0.10, and f⌫x = f⌫̄x = 0.15. Radiative
pressures are prescribed using M1 closure [22].
The onset of fast flavor conversion prompts the growth

of the collisional instability on a much shorter timescale
than was seen in Fig. 1. Furthermore, significantly
greater flavor transformation occurs when � 6= �̄ than
when � = �̄, testifying to the fact that the results
observed in Fig. 3 are not simply caused by decoher-
ence. In a more realistic setting, collisional relaxation

Γ: Matter-interaction rate

・The resonance potentially occur in BNSM/Collapsar environment (but not in CCSN).
・Essentially the same mechanism as MSW resonance.
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Decades of progress on numerical simulations of CCSN
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from large uncertainties in neutrinos quantum kinetics.
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FIG. 1. Time-radius map of the growth rate of CFI (top) and FFI (bottom) for the angle ✓ = 45� and 90�. White broken lines,
from top to bottom, denote the radius for the density 1010, 1011, 1012 and 1013g cm�3, respectively. Red broken line denote
the shock radius.

FFI region with located at larger radii much outside than
the CFI region in general. In the late phase, t & 400ms
however, the two regions are partially overlapped with
each other at ✓ = 90�. Note that we analyze CFI and
FFI independently, assuming that the latter is absent in
the analysis of the former.

The spatial extents of the CFI and FFI regions in the
meridian section are shown in Fig. 2 at t = 404ms after
bounce. The resonance-like CFI occurs sporadically at
r ⇠ 20 km whereas the non-resonance CFI regions pre-
vail at 30 . r . 40 km. The FFI region is extended at
even larger radii, r & 50 km, but also appears at almost
the same positions as the resonance-like CFI. Although
the non-resonance CFI region is mostly separated from
the FFI region, there are some overlaps (see the right-
most panel of Fig. 2). It is apparent that it occurs in a
convective eddy. The growth rates of CFI and FFI tend
to be higher around the equator than near the poles.
This comes from the stronger ⌫̄e emission in the lower
latitudes, induced by the large-scale fluid motion. The
morphology of fluid motion is known to be qualitatively
di↵erent between 2D and 3D [75], and the degree of asym-
metry may be exaggerated in this study. However, the
qualitative trend will be unchanged in 3D.

In the following subsections III B and III C, we look

into CFI and FFI individually. The growth rates of CFI
and FFI are compared in subsection IIID.

B. CFI

The CFI growth rates are shown as solid lines in the
top panels of Fig. 3, for ✓ = 45� and 90� at t = 404ms.
Both the resonance-like CFI (sharp peaks) and the non-
resonance CFI (30 . r . 40 km) are observed in both
plots. The maximum growth rate of ⇠ 10�3 cm�1 is
reached by the resonance-like CFI whereas the non-
resonance CFI has a typical growth rate of ⇠ 10�6 cm�1.
In the same plots we present the CFI growth rate

when we artificially set the number density ⌫x to zero.
In this case the CFI region is much extended, with the
non-resonance CFI region merged with the resonance-
like CFI region. Moreover, the growth rate becomes
higher by orders with the maximum growth rate reaching
⇠ 1 cm�1 for the resonance-like CFI. This experiment
clearly demonstrates that the existence of ⌫x suppress
CFI. This is in sharp contrast with FFI, on which ⌫x

has no e↵ect as long as ⌫x and ⌫̄x do not have angular
crossing.
In the following we look into the resonance-like CFI

CFI

FFC

7

FFC and CFI in CCSNe
Akaho et al. 2024
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I. INTRODUCTION

II. BASIC EQUATIONS

p
µ @

(�)

f

@xµ
+

dp
i

d⌧

@

(�)

f

@pi
= �p

µ
uµ

(�)

S col + ip
µ
nµ[

(�)

H ,

(�)

f ], (1)

In the expression, f and f̄ denote the density matrix
of neutrinos and anti-neutrinos, respectively; xµ and p

µ

are spaticetime coordinates and the four-momentum of
neutrinos (and anti-neutrinos); uµ and n

µ represent the
four-velocity of fluid and the unit vector normal to the
spatial hypersurface of constant time, respectively; Scol

and S̄col are the collision terms measured at the fluid rest
frame; H and H̄ denote the Hamiltonian operators which
can be decomposed as

(�)

H =
(�)

H vac +
(�)

Hmat +
(�)

H ⌫⌫ , (2)

where

H̄vac = H
⇤
vac,

H̄mat = �H
⇤
mat,

H̄⌫⌫ = �H
⇤
⌫⌫ .

(3)

Hvac denotes the vacuum Hamiltonian with the ex-
pression in the neutrino-flavor eigenstate, which can be
written as

Hvac =
1

2⌫
U

2

4
m

2
1 0 0
0 m

2
2 0

0 0 m
2
3

3

5U
†
, (4)

where ⌫ = �p
µ
nµ = p

0
↵; ↵ denotes the lapse func-

tion; mi denotes the mass of neutrinos; U denotes
the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix.
The matter potential Hmat can be written as

Hmat = D

2

4
Ve 0 0
0 Vµ 0
0 0 V⌧

3

5 , (5)

⇤
hirokin@astro.princeton.edu

where D = (�p
µ
uµ)/⌫ denotes the Doppler factor be-

tween the laboratory frame and the fluid-rest frame (see
[1, 2]); The leading order of V` can be written as

V` ⇠
p
2GF (n`� � n`+), (6)

where GF and n` represent the Fermi Constant and the
number density of each lepton, respectively. We note,
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from ê(1). The ê(1) can be obtained by following prescription in

[2] (see Eqs.14-20 in the paper).
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conversions may induce sharp spectral swapping in energy
direction. These facts suggest that high numerical resolu-
tions in the energy direction may be still necessary even
reduction of the Hamiltonian potential. The resolution study
would help us to exclude spurious evolution of flavor
conversion.
It is worthy to note that the similar approach can be seen

in other fields; for instance, ion-to-electron mass ratio is
frequently reduced in particle-in-cell simulations of plasma
physics to save computational time.2 Realistic FFC features
(i.e., without reduction of neutrino number density) can be
obtained by increasing the neutrino number density, and the
resolutions in neutrino phase space and the size of
computational domain are controlled in accordance with
computational power. Following the above approach, we
carried out a time-dependent global simulations of FFC; the
results are reported in a separate paper [82]. We confine the
scope of this paper to describing philosophy, design, and
numerical aspects of GRQKNT.
This paper is organized as follows. We describe the basic

equation and the numerical formalism in Sec. II. We
encapsulate the detail of each numerical module into each
section: transport module (in Sec. III), collision term (in
Sec. IV), and oscillation module (in Sec. V). Finally, we
summarize and conclude in Sec. VI. We use the unit with
c ¼ G ¼ ℏ ¼ 1, where c, G, and ℏ are the light speed, the
gravitational constant, and the reduced Planck constant,
respectively. We use the metric signature of −þþþ.

II. BASIC EQUATIONS

In GRQKNT code, we solve general relativistic mean-
field quantum kinetic equation (QKE), which is written as
(see also [83])

pμ ∂ f
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In the expression, we use the same convention as [84].3 f
and f̄ denote the density matrix of neutrinos and antineu-
trinos, respectively; xμ and pμ are spacetime coordinates
and the four-momentum of neutrinos (and antineutrinos);
uμ and nμ represent the four-velocity of fluid and the unit
vector normal to the spatial hypersurface of constant time,
respectively; S (S̄) represents the collision terms measured

at the fluid rest frame; H (H̄) denotes the Hamiltonian
operator associated with neutrino-flavor conversion. The
Hamiltonian is composed of three compositions,

H
ð−Þ

¼ H
ð−Þ

vac þ H
ð−Þ

mat þ H
ð−Þ

νν; ð2Þ

where

H̄vac ¼ H'
vac;

H̄mat ¼ −H'
mat;

H̄νν ¼ −H'
νν: ð3Þ

Hvac denotes the vacuum Hamiltonian with the
expression in the neutrino-flavor eigenstate, which can
be written as

Hvac ¼
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2ν
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1 0 0

0 m2
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3

3

775U
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where ν ¼ −pμnμ ¼ p0α; α denotes the lapse function
associated with spacetime foliation (3þ 1 formalism of
curved spacetime); mi denotes the mass of neutrinos; U
denotes the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix. The matter potential Hmat can be written as

Hmat ¼ D

2

664

Ve 0 0

0 Vμ 0

0 0 Vτ þ Vμτ

3

775; ð5Þ

whereD ¼ ð−pμuμÞ=ν denotes the effective Doppler factor
between the laboratory frame and the fluid-rest frame, i.e.,
representing the Lorentz boost between n and u under local
flatness (see [72,74] for more details). The leading order of
Vl can be written as

Vl ¼
ffiffiffi
2

p
GFðnl− − nlþÞ; ð6Þ

where GF and nl represent the Fermi constant and the
number density of charged leptons ðl ¼ e; μ; τÞ, respec-
tively. As a default set, we assume that on-shell heavy
leptons (μ and τ) do not appear; i.e., Vμ and Vτ are set to be
zero. It should be mentioned, however, that Vμ may not
always be zero, since on-shell muons would appear in the
vicinity of (or inside) neutrino star [see, e.g., [85,86] ]. Vμτ

represents, on the other hand, the radiative correction of
neutral current [1,87], which is a leading order to distin-
guish νμ and ντ in cases with Vμ ¼ Vτ ¼ 0. Following [1],
Vμτ can be computed as

2It is worthy to note that nowadays the increased computa-
tional resources allow PIC simulations with real mass ratio
(see, e.g., [81]).

3This is also the same convention that used in [83], although
there is a typo in the right-hand side of Eq. (9) in the paper
(computing self-interaction potentials). f̄0 needs to be replaced to
f̄'0, which is confirmed with one of the authors (Sherwood
Richers, private communication). We also note that our con-
vention for f̄ corresponds to ρ̄' in [25] [see, e.g., Eq. (A2) in in
[25]], which has been frequently used in the literature.
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Advection terms 
(Same as Boltz eq.)

Collision term Oscillation term 

f is not a 
“distribution function”
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Global simulations: I. QKE simulation with attenuation method

- Attenuation prescription:

Attenuation parameter (0 ≦ ξ ≦ 1)

Nagakura and Zaizen 2022, 2023

Attenuating Hamiltonian makes global QKE simulations tractable.

Realistic features can be extracted by a convergence study of ξ (→ 1).

Semi-global simulations of fast-pairwise flavor conversion in core-collapse supernova

Hiroki Nagakura⇤

Division of Science, National Astronomical Observatory of Japan, 2-21-1 Osawa, Mitaka, Tokyo 181-8588, Japan

Semi-global simulations.

I. INTRODUCTION

II. RESOLUTION REQUIREMENTS

n⌫ =6.63⇥ 1032 cm�3

✓
L⌫

4⇥ 1052erg/s

◆

✓
Eave

12MeV

◆�1 ✓ R

50km

◆�2 ✓ 

1/3

◆�1 (1)

Tn⌫ ⌘
⇣p

2GFn⌫

⌘�1

=7.84⇥ 10�12 s

✓
L⌫

4⇥ 1052erg/s

◆�1

✓
Eave

12MeV

◆✓
R

50km

◆2 ✓ 

1/3

◆
(2)

`n⌫ ⌘ cTn⌫

=0.235 cm

✓
L⌫

4⇥ 1052erg/s

◆�1

✓
Eave

12MeV

◆✓
R

50km

◆2 ✓ 

1/3

◆
(3)

Correction by asymmetric degree: �.

Tosc ⌘�Tn⌫

=7.84⇥ 10�11 s

✓
L⌫

4⇥ 1052erg/s

◆�1

✓
Eave

12MeV

◆✓
R

50km

◆2 ✓ 

1/3

◆✓
�

0.1

◆�1

(4)

`osc ⌘� `n⌫

=2.35 cm

✓
L⌫

4⇥ 1052erg/s

◆�1

✓
Eave

12MeV

◆✓
R

50km

◆2 ✓ 

1/3

◆✓
�

0.1

◆�1

(5)

Let us estimate the size of numerical simulations to
solve QKE in the spatial range of R < r < R+�R. The
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grid width (�r) and the total number of grid points (Nr)
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In the estimation, we resolve an oscillation wavelength
(`osc) by qr grid points.
The time step (�t) can be estimated as
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where CFL denotes a Courant–Friedrichs–Lewy factor.
The simulation time (�T) can be estimated as

�T = qt
�R

c
⇠ 10�3 s

⇣qt
3

⌘✓
�R

100km

◆
. (9)

In Eq. 10, a new variable, qt(� 1), is introduced to take
into account the flight direction of neutrinos in the esti-
mation of �T. In the case without the correction, i.e.,
qt = 1, Nt, �T corresponds to the light-crossing time of
�R for the neutrinos propagating along the radial direc-
tion. For other neutrinos propagating in di↵erent (but
outgoing) directions, their radial velocity is smaller than
the speed of light, indicating that most of the neutri-
nos emitted from the inner boundary point have not yet

1 Just for simplicity, the uniform mesh is assumed.

Oscillation wavelength is an order of sub-centimeter.

Too short !!!!
How can we make FFC simulations tractable???
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I. INTRODUCTION

II. OVERVIEW OF BGK SUBGRID MODEL
FOR NEUTRINO QUANTUM KINETICS

We begin by writing down a quantum kinetic equation
for neutrino transport in curved spacetimes,

p
µ @f

@xµ
+

dp
i

d⌧

@f

@pi
= �p

µ
uµS + i p

µ
nµ[H, f ], (1)

where f , p
µ, x

µ, and ⌧ denote density matrix of neu-
trinos, neutrino four momentum, spacetime coordinates,
and a�ne parameter for trajectories of neutrinos, respec-
tively. The right hand side of Eq. ?? represents neutrino-
matter interactions including neutrino self-interactions
with mean field approximation, where u

µ, n
⌫ , S, and

H denote four-velocity of fluid, the unit vector normal to
the spatial hypersurface in four dimensional spacetimes,
collision term, and neutrino oscillation Hamiltonian, re-
spectively. We refer readers to [1] for explicit expressions
of the Hamiltonian.

We proposed in [2] that the dynamical process of fla-
vor conversions can be approximated as a relaxation
process. Following a so-called Bhatnagar–Gross–Krook
(BGK) prescription originally proposed by [3], we rewrite
the QKE (Eq. ??) as

p
µ @f

@xµ
+

dp
i

d⌧

@f

@pi
= �p

µ
uµS + p

µ
nµ

1

⌧a
(f � f

a). (2)

⌧a represents a relaxation time (measured in n observer)
towards a temporal asymptotic state (fa) that neutrinos
are approaching as they undergo flavor conversions. We
note that both ⌧a and f

a are time dependent quantities,
indicating that f

a does not always reflect final asymp-
totic state of flavor conversions (see [2, 4] as examples).
The accuracy of subgrid model depends on how well these
two quantities can be determined without solving QKE.
We also note that the BGK subgrid model is versatile and
can be applied to a wide range of neutrino flavor conver-
sion problems [5–8], although we focus only on FFC in
this study.

To catch the essence, we work in two neutrino fla-
vor framework: electron-type neutrinos (⌫e) and heavy-
leptonic one (⌫̄x). The extension to the three flavor sys-
tem is possible by taking the same prescription proposed
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in [4]. In the present study, we also assume S = 0 (no
collision term), no vacuum- and matter potentials in neu-
trino oscillation Hamiltonian, ensuring that neutrino fla-
vor conversions are energy independent. For this reason,
we hereafter treat Eq. 2 as the energy-integrated equa-
tion1. For convenience, we define a density matrix of
neutrino minus antineutrino, ⇢, as,

⇢ ⌘ f � f̄ . (4)

The diagonal component of ⇢ represents electron neutrino
lepton number (ELN) and heavy leptonic one (XLN) in
two flavor framework. Hereafter, we express these diag-
onal components as ⇢i, where i specifies neutrino flavors
(i = e, x in two flavor framework). Two remarks should
be made here. First, the BGK model has an ability to
handle o↵-diagonal components of density matrix of neu-
trinos (see [2]). In our newly proposed scheme, however,
we apply a relaxation time approximation only to the
diagonal components, while o↵ diagonal ones are taken
into account to determine survival probability of neutri-
nos (see Sec. IV for more details). Second, we develop a
BGK subgrid model based on ⇢, since FFC, upon which
we focus in the present study, depends only on ELN and
XLN. It is worthy to note that this ⇢i expression does not
lose any generality. In fact, asymptotic states for both
neutrinos and antineutrinos can be obtained based on an
assumption that both neutrino and antineutrinos have
the same transition probability as that of lepton number
(see [10]).
In canonical approach of neutrino mixing scheme, ⇢a is

controled by a single parameter, ⌘, in two flavor system.
It can be written as,

⇢
a
e = ⌘⇢e + (1� ⌘) ⇢x,

⇢
a
x = (1� ⌘)⇢e + ⌘⇢x.

(5)

In [10], we propose that ⌘ for asymptotic state of FFC
can be determined analytically for the system with peri-
odic boundary condition. FFC simulations with periodic

1 The energy integrated density matrix can be computed from f
as (see also [9]),

f =
1

2⇡2

Z
f"2d", (3)

where f and " denote energy-integrated density matrix and neu-
trino energy, respectively. In the following argument, we do not
distinguish f and f .
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note that both ⌧a and f

a are time dependent quantities,
indicating that f

a does not always reflect final asymp-
totic state of flavor conversions (see [2, 4] as examples).
The accuracy of subgrid model depends on how well these
two quantities can be determined without solving QKE.
We also note that the BGK subgrid model is versatile and
can be applied to a wide range of neutrino flavor conver-
sion problems [5–8], although we focus only on FFC in
this study.
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To catch the essence, we work in two neutrino fla-
vor framework: electron-type neutrinos (⌫e) and heavy-
leptonic one (⌫̄x). The extension to the three flavor sys-
tem is possible by taking the same prescription proposed
in [4]. In the present study, we also assume S = 0 (no
collision term), no vacuum- and matter potentials in neu-
trino oscillation Hamiltonian, ensuring that neutrino fla-
vor conversions are energy independent. For this reason,
we hereafter treat Eq. 2 as the energy-integrated equa-
tion1. For convenience, we define a density matrix of
neutrino minus antineutrino, ⇢, as,

⇢ ⌘ f � f̄ . (4)

The diagonal component of ⇢ represents electron neutrino
lepton number (ELN) and heavy leptonic one (XLN) in
two flavor framework. Hereafter, we express these diag-
onal components as ⇢i, where i specifies neutrino flavors
(i = e, x in two flavor framework). Two remarks should
be made here. First, the BGK model has an ability to
handle o↵-diagonal components of density matrix of neu-
trinos (see [2]). In our newly proposed scheme, however,
we apply a relaxation time approximation only to the
diagonal components, while o↵ diagonal ones are taken
into account to determine survival probability of neutri-
nos (see Sec. IV for more details). Second, we develop a
BGK subgrid model based on ⇢, since FFC, upon which
we focus in the present study, depends only on ELN and
XLN. It is worthy to note that this ⇢i expression does not
lose any generality. In fact, asymptotic states for both
neutrinos and antineutrinos can be obtained based on an
assumption that both neutrino and antineutrinos have
the same transition probability as that of lepton number
(see [10]).
In canonical approach of neutrino mixing scheme, ⇢a is

controled by a single parameter, ⌘, in two flavor system.
It can be written as,

⇢
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e = ⌘⇢e + (1� ⌘) ⇢x,
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1 The energy integrated density matrix can be computed from f
as (see also [9]),

f =
1

2⇡2
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where f and " denote energy-integrated density matrix and neu-
trino energy, respectively. In the following argument, we do not
distinguish f and f .
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Radial-angular distributions for survival probability of electron-type neutrinos
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timesnapshot. The thin and thick lines show results for quantum kinetic simulation and Boltzmann simulation with BGK
subgrid model, respectively.
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FIG. 3. Same as Fig. 1 but for the model with ↵ = 0.9 (and �̄ee = 1).
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the method is designed so as to reproduce the spatially-
and time-averaged features of neutrino flavor conver-
sions obtained from quantum kinetic neutrino simula-
tions. The noticeable advantage in our subgrid model
is having a refinable formulation for dynamics of flavor
conversions by various ways including analytic methods
[24–27] and artificial intelligence (AI) techniques [28]. In
this paper, we also demonstrate classical neutrino trans-
port simulations with the subgrid model, in which we
employ a simple but physically motivated subgrid model
for flavor conversions.

This paper is organized as follows. In Sec. II, we start
with explaining the philosophy of our proposed method.
We then provide the quantum kinetic equation with our
subgrid model. We also provide its two-moment formal-
ism in Sec. III. These transport equations are written in
terms of the 3+1 general relativistic formulation, which
would be helpful for those who work on CCSN and BNSM
simulations. After we discuss some details of the method
in Sec. IV, we highlight novelties of our subgrid model
by comparing to other phenomenological approaches in
Sec. V. In Sec. VI, we also discuss the relevance to an-
other coarse-grained approach: miscidynamics [29]. As
shall be shown in the section, this formulation is closely
associated with our formulation, indicating that both ap-
proaches are complementary to each other. To show the
capability of our subgrid model, we demonstrate numer-
ical simulations by using both quantum kinetic neutrino
transport and classical one with subgrid model, pay-
ing attention to fast neutrino-flavor conversion (FFC) in
Sec. VII. By comparing their results, we can learn the
source of error in the subgrid model. We then discuss
strategies how to improve them based on studies of quan-
tum kinetic neutrino transport. Finally, we summarize
our work in Sec. VIII. Otherwise stated, we work in the
unit with c = h̄ = 1, where c and h̄ are the speed of the
light and the reduced Planck constant, respectively. In
this paper, we will describe all equations with the metric
signature of �+++.

II. BASIC EQUATION FOR NEUTRINO
TRANSPORT WITH BGK SUBGRID MODELING

It has been discussed that neutrino flavor conversions
have quasi-steady and asymptotic behaviors in the non-
linear phase [25–27, 30–34] or quasi-periodic properties
represented as pendulum motions in flavor space [35–39].
We are interested in the time- and spatially averaged
states in the late non-linear phase, since it is unlikely
that fine structures with short-time or small-length vari-
ations a↵ect astrophysical consequences. Motivated by
these studies, we assume that flavor conversions make
the radiation field settle into an asymptotic state, and
the asymptotic density matrix of neutrinos is denoted by
f
a.
In general, the non-linear evolution of flavor conver-

sions is very complex, and the detail hinges on flavor

instabilities, neutrino-matter interactions, and global ge-
ometries of radiation fields. On the other hand, there
is always a characteristic timescale of flavor conversions
or associated flavor instabilities, which is denoted by ⌧a

in the following discussion. We note that the timescale
depends on neutrino energy, angle, and neutrino flavor.
⌧a also provides a rough estimation of timescale that the
density matrix of neutrinos settles into f

a.
The quantum kinetic equation (QKE) for neutrino

transport can be written as

p
µ @f

@xµ
+

dp
i

d⌧

@f

@pi
= �p

µ
uµS + ip

µ
nµ[H, f ], (1)

where f denotes the density matrix of neutrinos. In the
expression, pµ, xµ, and ⌧ denote neutrino four momen-
tum, spacetime coordinates, and a�ne parameter for tra-
jectories of neutrinos, respectively. u

µ, n
⌫ , S, and H

appearing in the right hand side of Eq. 1 represent four-
velocity of fluid, the unit vector normal to the spatial hy-
persurface in four dimensional spacetimes, collision term,
and neutrino oscillation Hamiltonian, respectively. Be-
low, we approximate Eq. 1 by using f

a and ⌧a.
Our subgrid model is developed based on an assump-

tion that the neutrino distributions are relaxed to f
a

by flavor conversions in the timescale of ⌧a. This corre-
sponds to a relaxation-time approximation proposed by
Bhatnagar–Gross–Krook (BGK) [40], in which they use
the approximation to collision term in Boltzmann equa-
tion for gas dynamics. In our BGK subgrid model, we
apply the model to the neutrino oscillation Hamiltonian
(the second term in the right hand side of Eq. 1),

p
µ @f

@xµ
+

dp
i

d⌧

@f

@pi
= �p

µ
uµS + p

µ
nµ

1

⌧a
(f � f

a). (2)

We note that the relaxation-time (⌧a) is measured in lab-
oratory (or n) frame, but it can be changed based on the
fluid rest frame (see also [41]), which may be useful for
the frequently used two-moment formalism for neutrino
transport (see Sec. III). It should also be noted that f

a

and ⌧a are determined from f at each time step, implying
that they are time-dependent quantities.
It is worth noting that a similar approximation was

used to obtain a temporally coarse-grained quantum ki-
netic equation for the production of sterile neutrinos (see
Eqs. 4 and 5 of [42]). There it was proposed that the
entire right-hand side, including both oscillation and col-
lision terms, be treated using a BGK approximation.
This ansatz showed excellent agreement with numerical
results. Here we adapt the relaxation-time approxima-
tion to the context of collective neutrino oscillations by
proposing that it can be applied to oscillations alone,
with subgrid relaxation being caused by collective modes
rather than collisions.
From a practical point of view, we also provide a con-

servative form of Eq. 2, which is used for numerical sim-
ulations for both Boltzmann- and quantum kinetic neu-
trino transport (see, e.g., [41, 43]). Following [44], we can

: Full QKE
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It is worth noting that a similar approximation was

used to obtain a temporally coarse-grained quantum ki-
netic equation for the production of sterile neutrinos (see
Eqs. 4 and 5 of [42]). There it was proposed that the
entire right-hand side, including both oscillation and col-
lision terms, be treated using a BGK approximation.
This ansatz showed excellent agreement with numerical
results. Here we adapt the relaxation-time approxima-
tion to the context of collective neutrino oscillations by
proposing that it can be applied to oscillations alone,
with subgrid relaxation being caused by collective modes
rather than collisions.
From a practical point of view, we also provide a con-

servative form of Eq. 2, which is used for numerical sim-
ulations for both Boltzmann- and quantum kinetic neu-
trino transport (see, e.g., [41, 43]). Following [44], we can

: Relaxation-time approximation

Global simulations: II. Subgrid model (BGK prescription)



11

Take-home messages:
Potential impacts of flavor conversion on CCSNe

Shock dynamics

Neutrino signal

PNS cooling

Explosive nucleosynthesis

Neutron star kick



12

Shock dynamics
2

time [ms]
0

200

400

S
h
o
ck

R
ad

iu
s

[k
m

]
noFC

1e09

1e10

1e11

1e12

1e13

1e14

noFC

1e09

1e10

1e11

1e12

1e13

1e14

0 100 200 300 400 500

Post-bounce Time [ms]

20

40

60

P
N

S
R
ad

iu
s

[k
m

]

M9.0-2D

109 g/cm3

Gain Radius

1010 g/cm3

109 g/cm3

Gain Radius

1010 g/cm3

time [ms]

100 200 300 400 500

Post-bounce Time [ms]

M11.2-2D

time [ms]

50

100

150

0 100 200 300 400 500

Post-bounce Time [ms]

20

40

60

80

M20.0-2D

FIG. 1. Angle-averaged shock radii (top) and PNS radii (bottom; defined at ⇢ = 1011 g cm�3) vs. post-bounce time for the
indicated models. Black solid lines: Models noFC (no flavor conversions). Colored solid lines: Instantaneous FFCs for ⇢ < ⇢c

as labelled in the legend. The unsteady motion of the average shocks with contraction and expansion phases is caused by the
violent large-scale convective mass flows in the neutrino heated gain layer behind the CCSN shock. The sudden growth of rshock

(small at ⇠100ms for M9.0-2D and prominent at ⇠70ms for M11.2-2D and at ⇠220ms for M20.0-2D) signals a decrease of
mass accretion rate due to the arrival of the Si/O interface. For the noFC models, we also show the angle-averaged gain radius
(dashed black) and the mean radii for ⇢ = 109 and 1010 g cm�3 (dash-dotted and dotted black lines lines, respectively), all
smoothed with 10ms running averages. For the 9.0 and 11.2M� progenitors, FFCs support an earlier onset of the explosion,
whereas for 20.0M� they thwart it and the shock recedes even more rapidly.

version phenomenon) that proceed on scales much below
the resolution of full-scale hydrodynamic CCSN models.
We further assume that FFCs lead to complete flavor
equilibrium under the constraints of lepton number con-
servation for each flavor individually, in particular also
of electron-neutrino lepton number, as well as energy
and total momentum conservation, and with respecting
the Pauli exclusion principle. Our algorithm, defined in
Eqs. (9), (10), (14), and (15) of Ref. [29], is applied after
each time step in each spatial cell where ⇢ < ⇢c. Some
recent studies have focused on the asymptotic FFC state
[32]. We stress that our recipe leads to a converged state:
it does not change if the algorithm is applied twice.

Our simulations were evolved in 1D until 5ms pb (post
bounce) and then mapped onto a 2D polar coordinate
grid consisting of 640 logarithmically spaced radial zones
and 80 equidistant lateral ones. The central 2 km core
was still calculated in 1D, permitting larger time steps,
yet having negligible influence on the hydrodynamic evo-
lution. During the mapping, random cell-by-cell pertur-
bations of 0.1% of the local density were applied to seed
the hydrodynamic instabilities, which otherwise would
develop only due to uncontrolled numerical noise.

We selected three progenitors with di↵erent zero-age
main-sequence masses. One is the 20M� model [33] that
we used in our previous 1D study [29]. In addition, we
investigated a 9M� [34] and 11.2M� model [35]. The

9M� star consistently explodes in multi-D simulations,
although in some more quickly and about twice as ener-
getically [6, 8, 36] than in others [31, 37, 38]. The 11.2M�
model is less ready to blow up, exhibiting a delayed and
slow onset of shock expansion [39–42]. In contrast, the
20M� star failed to explode in most multi-D simulations
[31, 37, 43, 44].
The convention for naming our simulations follows our

previous one [29], supplemented with a numerical value
for the stellar mass: M9.0-2D-xxx, M11.2-2D-xxx, and
M20.0-2D-xxx. Here xxx is a placeholder for either noFC
(“no flavor conversion”) or for the FFC threshold density.
We implement ⇢c = 109 g cm�3, ..., 1014 g cm�3 in steps
of factors of 10, corresponding to xxx = 1e09, ..., 1e14.
Results.—In our previous 1D simulations [29] of the

20M� progenitor we found that FFCs caused a faster
and stronger shock contraction than without FFCs for all
threshold densities ⇢c and for all times (except for ⇢c =
1010 g cm�3 during a short period of about 70ms around
100ms pb). This finding suggested that FFCs tend to
hinder shock revival and neutrino-driven explosions, and
this conclusion is confirmed in 2D for the 20M� star
(Fig. 1).
However, our 9 and 11.2M� progenitors demonstrate

that this is not generally the case (Fig. 1). Including
FFCs, in particular for ⇢c = 109, 1010, 1011 g cm�3, yields
significantly earlier explosions. The main explanation is

Ehring et al. 2023
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Figure 6. Left: The net heating rate (in units of 1051 erg s�1) in the gain region behind the shock for 2D simulations of
the z9.6, s9.0, s12.25, s14, s18, and s25 progenitor models versus time (in milliseconds) after bounce. The dashed curves are
without the Box3D implementation of fast-flavor conversion and the solid curves include it. Right: The shock radius versus
time after bounce for the models depicted on the left panel of this figure set. The low-mass models explode more promptly with
FFC, while the more massive models are less sensitive to it. The s25 model fails to explode if FFC is included. This shows the
possibility that FFC may hinder the explosion in more massive models.

Wang and Burrows 2023
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FIG. 2. Radial profiles of three key quantities. Left: gain energy from neutrinos. Each color corresponds to a di↵erent model.
Middle: average energy of neutrinos. Line type distinguishes the species of neutrinos. Right: energy flux of neutrinos.

potentially hinders the delayed neutrino-heating mecha-
nism. It may be, however, premature to conclude that
FFCs play negative roles on explosions. As shown in
the same figure, neutrino cooling in optically thick re-
gion is higher in M3F than NFC. Indeed, we find that
the total energy flux of neutrinos at the outer boundary
is increased by ⇠ 33%. This leads to higher matter tem-
perature due to an e�cient contraction of PNS and then
the average energy of neutrinos would also be increased,
that would facilitate neutrino absorptions in the gain re-
gion. This suggests that feedback from neutrino-matter
interactions to fluid dynamics needs to be included to de-
termine whether FFC has a positive or negative role on
driving explosion. The detailed investigation on this is-
sue requires radiation-hydrodynamic simulations, which
is beyond the scope of this paper and will be addressed
in future work.

It is worthy of note that the average energy of electron-
type neutrinos (⌫e) and their antipartners (⌫̄e) in M3F
become higher than the case with NFC (see middle panel
in Fig. 2). This is attributed to the fact that some heavy-
leptonic neutrinos (⌫x), having the highest energy among
flavors, convert to ⌫e and ⌫̄e. On the other hand, energy
fluxes of ⌫e and ⌫̄e become lower (see the right panel of
Fig. 2), which is also due to lower energy flux of ⌫x in
NFC. These two e↵ects compete with each other regard-
ing neutrino heating, and the latter e↵ect dominates over
the former. We also find that the energy flux of ⌫x(ave),
averaging over ⌫x and ⌫̄x, are substantially increased in
M3F, whereas their average energy becomes lower than
the case with NFC. This trend is qualitatively in line with
results of radiation-hydrodynamic simulations of binary
neutron star merger remnant [24, 25].

We make remarks on model-dependent features on
neutrino heating. First, the impact of FFC in M2F is
less remarkable than M3F (see in the left panel of Fig. 2);
the net gain energy is ⇠ 16% lower than the case with
NFC. This indicates that ⌫e- and ⌫̄e conversions to heavy-
leptonic neutrinos are mild compared to the three fla-
vor framework, which is consistent with the di↵erence of

flavor equipartition between these frameworks. Our re-
sult exhibits the importance of three flavor framework to
quantify the actual impact of FFCs on CCSNe. Next, we
find that M3FGR has essentially the same result as M3F,
suggesting that GR e↵ects are subdominant. Quanti-
tatively speaking, however, we find neutrino cooling in
the semi-transparent region (⇠ 50km) is suppressed in
M3FGR. The lower neutrino cooling exhibits that the
number (or energy) density of ⌫e and ⌫̄e is higher than
those in the case with NFC, since the increase of neu-
trino population leads to larger blocking factor for neu-
trino emission and also higher neutrino absorption there.
The increase of neutrino number is a natural outcome
of redshift e↵ect, since the average-energy of neutrinos
becomes lower, resulting in the larger neutrino di↵usion
due to the lower opacity. Finally, we confirm that M3FH
model, which has the highest resolution with the modest
⇠, shows the essentially identical result to M3F.

In Fig. 3, we show energy-integrated angular distribu-
tions (top) and angular-integrated energy spectra (bot-
tom) for each flavor of neutrinos. Here, we again focus on
the result of M3F to discuss key rolls of FFCs in chang-
ing neutrino distributions in momentum space. The left
panels exhibit that FFC can change both angular dis-
tribution and energy spectrum of neutrinos in optically
thick region. One thing we do notice here is that an
ELN crossing appears at cos ✓⌫ ⇠ 0 in NFC, which guar-
antees that FFC occurs in M3F. The flavor conversion
is vigorous at cos ✓⌫ ⇠ 1, and the flavor equipartition
is nearly achieved in the same angular direction. ⌫̄e is
reduced more substantially than ⌫e, which seems to be
due to larger population of ⌫̄e than ⌫e in this direction.
For incoming neutrinos (cos ✓⌫ < 0), the conversion be-
comes ine�cient, but it is still noticeable for ⌫x(ave). The
substantial change of ⌫x(ave) can also be seen in the en-
ergy spectrum, whose feature is strongly dependent on
energy. In the high energy region (>⇠ 40MeV), ⌫x(ave) in
M3F is remarkably lower than NFC, whereas the di↵er-
ence between NFC and M3F is subtle for ⌫e and ⌫̄e. This
result exhibits that FFC o↵ers a new channel to absorb

Numerical setup:

Fluid-profiles are taken from a 
CCSN simulation.

General relativistic effects are 
taken into account.

A wide spatial region is covered.

Three-flavor framework

Neutrino-cooling is enhanced by FFCs
Neutrino-heating is suppressed by FFCs

Impacts on the 
explodability of CCSN
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・ Flavor conversions can both facilitate and hinder shock revival.
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FIG. 11. Energy spectra of neutrino event rate for the major reaction channel on each detector. From top to bottom, we show
the results in SK, DUNE, and JUNO, respectively, while the results for models of Tb = 100, 200, and 300ms are displayed
from left to right panels. Line type distinguishes the results between quantum (solid) and classical (dashed) simulations. We
also take into account the adiabatic Mikheyev–Smirnov–Wolfenstein (MSW) neutrino oscillation e↵ect, whose dependence is
denoted by color: black (no MSW), red (normal mass hierarchy), and blue (inverted mass hierarchy). See the text for more
details.

✓23 = 49.2�(49.3�), ✓13 = 8.57�(8.60�) for normal (in-
verted) mass hierarchy. See also Sec.4.1.2 in [116] for
more details.

Figure 11 summarizes our analysis, in which we show
the energy spectra of event rate for a CCSN at a distance
of 10kpc. As shown the figure, noticeable features emerge
in cases with quantum kinetic simulations. One of them
is that the event rate is almost identical among di↵erent
MSW cases. This is attributed to the fact that neutri-
nos have reached in flavor equipartitions before passing
through the shock surface (but we stress that the equipar-

tition states are di↵erent between neutrinos and antineu-
trinos; see also Sec. VA). This suggests that the neutrino
event rate on each detector holds, no matter what neu-
trino oscillations happen during the neutrino propagation
in the outer envelope of CCSN and also in the Earth [118].
It should be noted, however, that the event rate for high
energy neutrinos (>⇠ 30MeV) hinges on the neutrino os-
cillations models, since there are large di↵erences in the
energy spectrum of number flux between electron- and
heavy-leptonic neutrinos (see Sec. VA for more details).

In real observations, flavor-dependent neutrino proper-

Nagakura and Zaizen 2023
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・ Flavor conversions can both facilitate and hinder shock revival.

・ Flavor equipartition can be achieved.
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- PNS cooling => Impact on Gravitational Wave emission
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Figure 1. Simulation snapshots in the equatorial: x-y (meridional: x-z) planes for the ⇢ � 11 and the No-Mixing models at
⇠15 ms after merger on the left (right) four panels, respectively. The top-row panels show electron fractions (upper half) and
rest mass densities (lower half). The second-row panels display electron neutrino number densities (upper half) and heavy
lepton neutrino number densities (lower half). The contour lines denote where the density is at 1011, 1012 and 1013g/cm3. We
find that after merger, the disk in the ⇢ � 11 mixing model is more neutron rich than that of the No-Mixing model. Due to
flavor conversion e↵ects transforming electron (anti-)neutrinos to heavy lepton neutrinos, we also find that electron neutrinos
are more abundant in the No-Mixing than the ⇢ � 11, and vise versa for heavy lepton neutrinos.
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Figure 2. The evolution of the gravitational binding energy
in the three models. The ⇢ � 13 remnant is the most bound,
followed by the ⇢ � 11 simulation, and then by the No-Mixing
simulation. Notably, the binding energy for the ⇢ � 13 rem-
nant is ⇠20% greater than the No-Mixing remnant.

ulations, and a factor of two between the ⇢ � 13 and the
No-Mixing simulations. Notably, the di↵erences caused
by flavor conversion e↵ects range from approximately
200% to 1000%.

Furthermore, we find that changing the neutrino mix-

ing conditions give rise to quantitatively di↵erent ejecta
properties. In the ⇢ � 13 simulation, the mixing is turned
on in the inner disk where density is between 1011g/cm3

and 1013g/cm3. In this region, electron (anti-)neutrinos
remain in thermal equilibrium with the medium while
undergoing flavor conversion to heavy lepton neutrinos.
The latter can freely propagate outward. Once these
heavy lepton neutrinos reach the outer disk where the
density is below 1011g/cm3, a su�cient amount of them
convert back into electron neutrinos, leading to an excess
of electron neutrinos compared to the ⇢ � 11 simulation.
Therefore, as shown in 3, the ⇢ � 13 simulation yields up
to 3 times less neutron-rich ejecta, and and correspond-
ingly fewer heavy elements than the ⇢ � 11 simulation.

Such e↵ects are further illustrated in Fig. 4, which
shows the ratio of electron neutrino absorption rates,
�⌫e between the ⇢ � 11 and the ⇢ � 13 simulations. In
neutron-rich ejecta, the electron neutrino absorption rate
is approximately proportional to the electron fraction
equilibration rate [10, 11, 18]

dYe

dt
= �⌫e (1 � Ye) � �⌫̄eYe ⇡ �⌫e . (1)

In the outer disk where density is below 1011g/cm3, the
electron neutrino absorption rate is significantly higher
in ⇢ � 13 simulation than those of the ⇢ � 11 simulation,

Qiu et al. 2025 (Binary neutron star merger remnant) 2

                 PNS kick due to LESA:
      Anisotropic neutrino energy fluxes

FC

νx

νx

νe

νe

Strong    Strong    
HeatingHeating 

νν

Boosted PNS
Convection

Convectively Stirred Gravity            
                                    Modes

      - Sphere
     r ~ 70 km 

νe

FIG. 1. FC of high-energy ⌫x and ⌫̄x create ⌫e and ⌫̄e in
the PNS interior, an e↵ect assumed to occur at the black
dashed circle. If this happens well inside the average electron-
type neutrinosphere, the newly created ⌫e and ⌫̄e are quickly
absorbed by free nucleons. This strong local heating (bright
orange layer) enhances PNS convection (orange layer). The
convective shell as well as g-mode activity (so-called gravity
waves, not to be confused with gravitational waves) instigated
in the convectively stable near-surface layer emit GWs.

were conducted with the neutrino-hydrodynamics code
Alcar [38, 39], assuming axial symmetry (2D). Alcar

is a state-of-the-art, Eulerian, conservative, higher-order
Godunov-type finite-volume solver designed for both 1D
and multi-D nonrelativistic fluid dynamics, coupled with
a two-moment scheme to treat energy-dependent, three-
flavor neutrino transport. General relativistic corrections
for gravity and transport are included. The key features
of the code and the implementation details of the neu-
trino FCs are described in Ref. [24].

The FC implementation in Refs. [24, 25] was motivated
by FFCs, but the parametric representation can be in-
terpreted in terms of any BSM physics that would cause
similar e↵ects. The following recipe was used: (1) We as-
sume that pairwise ⌫⌫̄ FCs are “instantaneous,” meaning
that they take place over spatial scales much smaller than
the numerical grid cells and over time scales much shorter
than the computational time steps [40]. This description
may also be reasonable for BSM-induced FCs, where the
scales are governed, for example, by the BSM neutrino in-
teraction potential or the magnetic field strength [33–36].
(2) We assume that the FCs result in flavor equilibrium
under the constraint that lepton number is individually
conserved for each flavor, particularly for electron-type
neutrinos. BSM physics could violate this restriction,
potentially allowing for full flavor equilibration, mean-
ing that our more limited assumption is conservative.

(3) Our FC treatment conserves total energy and mo-
mentum, while respecting the Pauli exclusion principle.
(4) We activate FCs throughout the region where the
matter density ⇢ is below a chosen threshold value, ⇢c.
The simulations were initially evolved in 1D until core

bounce and then mapped onto a 2D polar coordinate
grid with 640 logarithmically spaced radial zones and 90
equally spaced angular zones. The central core of 2 km
was kept 1D, thus permitting larger time steps without
significant e↵ects on the hydrodynamic evolution. To ini-
tiate nonradial instabilities, which otherwise arise only
from uncontrolled numerical noise, we perturbed the lo-
cal density in every cell of the computational grid during
the mapping with a random amplitude of up to 0.1%.
We selected three progenitors with di↵erent zero-age

main-sequence masses: exploding 9M� [39, 41–46] and
11.2M� models [47–51], and a nonexploding 20M�
model [39, 45, 52–54]. Our corresponding core-collapse
simulations are therefore named M9, M11.2, and M20.
For cases without FC, the name is supplemented with
“noFC” or else with the choice for the FC threshold den-
sity ⇢c. The 2D models considered here di↵er slightly
from those of [25] in being mapped to 2D 5ms earlier,
which is relevant for prompt postshock convection, and
including the many-body corrections discussed in [55].
GW signals are post-processed, employing a variant

of the standard quadrupole formula (e.g., Eq. (34) in
Ref. [56]; see also End Matter). The algorithm makes use
of the Euler equations to avoid the second time derivative
and associated numerical errors. Spectrograms are calcu-
lated from the strain using a short-time Fourier transfor-
mation with a sliding window of 20ms. Due to axisym-
metry in 2D models, the cross mode is zero in all direc-
tions and both cross and plus modes vanish for polar ob-
servers. Therefore we only report on the plus mode, h+,
observed in the equatorial plane at a distance of 10 kpc.
Results and Discussion.—A dynamically relevant

consequence of FC inside the PNS is enhanced convec-
tive activity. This triggers and strengthens GW emis-
sion. The convective velocities become several times
higher than without FC. At densities exceeding a few
1012 g cm�3, weak processes hinder the presence of ⌫̄e
due to e and ⌫e degeneracy. Therefore, the dominant
FC channel at high ⌫x energies is ⌫x, ⌫̄x ! ⌫e, ⌫̄e. The
newly produced ⌫e and ⌫̄e are quickly absorbed by the
surrounding medium (see [24] for a detailed discussion of
this e↵ect in 1D). Additional, local heating fosters vig-
orous convective mass motions inside the PNS, as illus-
trated by Fig. 1 and visible in our simulations (Fig. 2).
The intense convection caused by FCs in the PNS ex-

cites gravity-mode (g-mode) oscillation of the convec-
tively stable outer PNS layer. Both PNS convection and
g-mode activity generate large-amplitude GW emission
over a broad frequency range, occurring shortly after core
bounce, in particular for our models with ⇢c = 1013 and
1014 g cm�3, as visible in Fig. 3.

Ehring et al. 2025
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has higher luminosities for all neutrino species compared to the ⇢ � 11 simulation, which are due to the additionally enabled
flavor conversion e↵ects between 1011g/cm3 and 1013g/cm3 inner disk region.
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Figure 7. Histograms of the dynamical ejecta entropy, temperature, velocity at infinity and polar angle. The ejecta are observed
on a sphere located at ⇠200M� (295 km) away from the center of the simulation domain, based on geodesic criterion. The
No-Mixing simulation, the ⇢ � 11 simulation and the ⇢ � 13 simulation ejecta are drown in blue, orange and green, respectively.
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Figure 8. The GW spectra in the three models. The
post-merger peak frequencies shift from high to lower in the
No-Mixing, the ⇢ � 11, and the ⇢ � 13 simulations. The dif-
ference between the peak frequency can be up to 100 Hz.

in Fig. 8. We find that the post-merger frequency peaks
are di↵erent in the No-Mixing simulation, the ⇢ � 11 sim-
ulation, and the ⇢ � 13 simulation, with the discrepancy
being up to 100 Hz. However, we note here that such
frequency di↵erences are subject to double-peak features
as observed in the No-Mixing spectrum. Moreover, they
can not be resolved in our LR runs, as such we cannot
conclusively ruled out that these di↵erence are due to
finite resolution e↵ects.

In addition to electron fraction, we also show in his-
tograms of other relevant ejecta properties for SR simula-
tions, including entropy, temperature, velocity at infinity
and polar angle in the No-Mixing, the ⇢ � 11, and the
⇢ � 13 models. The ejecta entropy distribution seems to
be almost the same across the models, all peaked at ⇠10
kB/baryon. Temperature and polar angle distributions
have broad distributions. The ejecta velocities are lower
than 0.5 in all simulations. In general, despite minor
fluctuations due to numerical uncertainties, the overall

4

FIG. 3. GW strains and their spectrograms for a SN distance of 10 kpc vs. time after bounce, shown for an observer at
the equator. The di↵erent panels correspond to our 2D SN simulations of 9M� (top row), 11.2M� (middle row), and 20M�
progenitors (bottom row), considering di↵erent FC scenarios: noFC (left panels) and FC at ⇢ < ⇢c = 1013 g cm�3 (middle
column) and ⇢ < ⇢c = 1014 g cm�3 (right panels). Our noFC models possess extended periods (lasting 70–100ms) of relative
quiescence after a short post-bounce phase of GW activity due to prompt postshock convection, whereas the models with FCs
exhibit strong GW emission over a wide frequency range during this time interval. Analogous results for ⇢c = 109, 1010, 1011,
and 1012 g cm�3 are provided in the End Matter.

eral orders of magnitude larger than unity [32]. However,
the absence of a FC-induced GW burst would exclude
O(10�6) <

⇠ |G↵�
| <
⇠ O(1) for certain values of ↵ and

� [33]. Here we have assumed that during the GW-calm

phase in the noFC model, the neutrino number densi-
ties are n⌫

>
⇠ 1034 cm�3 for ⇢ >

⇠ 1012 g cm�3. Note that
our study does not yield self-consistent constraints for
|G↵�

| >⇠ O(1), since strong BSM weak interactions must
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Neutron star kick

・ Flavor conversions can both facilitate and hinder shock revival.

・ Flavor equipartition can be achieved.

・ Likely accelerate PNS cooling, which give impacts on GW emission.
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Figure 2. dMej as a function of freeze-out electron fraction, Ye,1.
We focus on the ejecta that is located at ≤ 10, 000 km at the
onset of gravitational collapse. We show results for masy = 10%
(top) and 30% (bottom). In each figure, we display the results
with (p, p̄) = (1, 1) (no FFC), (2/3, 2/3), and (1/3, 1/3) (flavor
equilibrium), (2/3, 1/3) and (1/3, 2/3) from top to bottom.

lighter than Co are chiefly produced, is less influenced by ν
absorption and thus by FFCs.

To understand the mechanism of how FFC gives impact
on FFC, we show the trajectory and the time evolution of Ye

for neutron-rich ejecta by focusing on three individual par-
ticles having the lowest Ye,1. In the following discussions, we
refer to these particles as P1, P2, and P3 in order of increas-
ing Ye,1 (0.390, 0.400, and 0.409 for P1, P2, and P3 in the
case without FFC). Figure 4 depicts the trajectories of these
particles. We note that the trajectories are independent of p
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Figure 3. [X/Fe] of all ejecta for cases with masy = 10% and with
(p, p̄) = (1, 1) (no FFC), (2/3, 2/3), and (1/3, 1/3) (flavor equi-
librium), (2/3, 1/3) and (1/3, 2/3) in panels from top to bottom.
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Figure 4. Trajectories of three tracer particles with the lowest
Ye,1. All particles eject through the ν̄e-hemisphere, where the
FFC appears.

and p̄ for each particle since the fluid background is identical
among models with a different set of p and p̄. As shown in
the figure, all particles reach near the ν sphere, suggesting
that they experience strong deleptonization. We also find
that they pass through the region around the southern pole,
indicating that they are influenced by FFC (see also Fig. 1).

The rolls of FFCs on ejecta compositions can be inter-
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Figure 2. dMej as a function of freeze-out electron fraction, Ye,1.
We focus on the ejecta that is located at ≤ 10, 000 km at the
onset of gravitational collapse. We show results for masy = 10%
(top) and 30% (bottom). In each figure, we display the results
with (p, p̄) = (1, 1) (no FFC), (2/3, 2/3), and (1/3, 1/3) (flavor
equilibrium), (2/3, 1/3) and (1/3, 2/3) from top to bottom.

lighter than Co are chiefly produced, is less influenced by ν
absorption and thus by FFCs.

To understand the mechanism of how FFC gives impact
on FFC, we show the trajectory and the time evolution of Ye

for neutron-rich ejecta by focusing on three individual par-
ticles having the lowest Ye,1. In the following discussions, we
refer to these particles as P1, P2, and P3 in order of increas-
ing Ye,1 (0.390, 0.400, and 0.409 for P1, P2, and P3 in the
case without FFC). Figure 4 depicts the trajectories of these
particles. We note that the trajectories are independent of p
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Figure 3. [X/Fe] of all ejecta for cases with masy = 10% and with
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Figure 4. Trajectories of three tracer particles with the lowest
Ye,1. All particles eject through the ν̄e-hemisphere, where the
FFC appears.

and p̄ for each particle since the fluid background is identical
among models with a different set of p and p̄. As shown in
the figure, all particles reach near the ν sphere, suggesting
that they experience strong deleptonization. We also find
that they pass through the region around the southern pole,
indicating that they are influenced by FFC (see also Fig. 1).

The rolls of FFCs on ejecta compositions can be inter-
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Take-home messages:
Potential impacts of flavor conversion on CCSNe

Shock dynamics

Neutrino signal
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Neutron star kick

・ Flavor conversions can both facilitate and hinder shock revival.

・ Flavor equipartition can be achieved.

・ Likely accelerate PNS cooling, which give impacts on GW emission.

・ Heavier elements than Co (Z>27) can be changed.



3
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neutrino flux
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of neutrinos

PNS recoil 
by neutrinos
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FIG. 1. Schematic picture of FFC-driven NS kick. Background color represents Ye; white and black regions correspond to high-
and low Ye regions, respectively. FFC occurs in low Ye region, which leads to high flavor-integrated neutrino fluxes (see the
text for more details). This generates a linear momentum of neutrinos in the low Ye direction (green arrow), and consequently
the NS obtains the same amount of linear momentum in the opposite direction to the neutrino linear momentum (red arrow).

heavy-leptonic neutrinos, which sustains the flavor con-
version from electron-type to heavy-leptonic neutrinos,
while electron-type neutrinos can be e�ciently produced
by charged-current reactions. This implies that neutri-
nos and matter in the region share the momentum each
other more e�ciently than in other regions, breaking the
global momentum balance in the system, which gives a
linear momentum to NS.

This mechanism suggests that the direction of NS kick
should be in the direction with higher-Ye environment,
implying that this process generate a correlation between
ejecta composition and NS kick direction (see also [65]).
The X-ray observations for young SNRs, which have the
ability to measure spatial distributions of heavy elements
(see, e.g., [66]), would be very useful to place a constraint
of the mechanism. We also note that more detailed in-
formation may be given near future by XRISM mission
[67].

To strengthen our proposed scenario, we demonstrate
in the following sections that FFCs can induce linear mo-
mentum of neutrinos by performing axisymmetric Boltz-
mann neutrino transport simulations. It should be noted

that these simulations are meant as a proof-of-principle,
and more detailed studies are needed to assess whether
the FFC-driven NS kick mechanism can be responsible
for observed velocities of NS proper motions. Never-
theless, we demonstrate that the FFC has the ability
to change a linear momentum of neutrinos by ⇠ a few
⇥1040g cm/s. This represents a possibility that the FFC-
driven mechanism is a new channel to contribute NS na-
tal kick.

III. NUMERICAL METHOD AND MODEL

In this section, we describe some essential informa-
tion of our numerical method and model in our neutrino
transport simulations. In Sec. IIIA, we first describe the
background fluid profile. In Sec. III B, we summarize our
neutrino transport code and also describe an approxi-
mate neutrino-mixing scheme to include e↵ects of FFCs
into classical neutrino transport.

Nagakura and Sumiyoshi 2024Neutron star kick
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Take-home messages:
Potential impacts of flavor conversion on CCSNe

Shock dynamics

Neutrino signal

PNS cooling

Explosive nucleosynthesis

Neutron star kick

・ Flavor conversions can both facilitate and hinder shock revival.

・ Flavor equipartition can be achieved.

・ Likely accelerate PNS cooling, which give impacts on GW emission.

・ Heavier elements than Co (Z>27) can be changed.

・ Asymmetric neutrino flavor conversions can accelerate NS kick.



23

Neutrino data 
(Ncum)

GW data 
(EGW)

PNS mass 
(MPNS)

TONE (Eν) 
at Tb (>1s)

Survival probability
 of neutrinos

Constraining neutrino oscillation model

Observed data

Constraining neutrino oscillation model in CCSNe
by joint analysis of GW and neutrino signal

3

 1.2

 1.4

 1.6

 1.8

 2

 1  2  3  4

M
P

N
S
 [

M
�
]

E
ν
 [1053 erg]

Tb=1s
Tb=2s
Tb=4s

 1.4

 1.6

 1.8

 2

 0  1  2  3

M
P

N
S
 [

M
�
]

EGW [1046 erg]

MPNS = 1.36 + 0.104 EGW + 0.0318 E2
GW

FIG. 2. Left: Plots of flavor- and time-integrated total neutrino energy (E⌫) versus PNS mass (MPNS). Di↵erent color indicates
di↵erent post-bounce time (Tb) at which the correlation between MPNS and E⌫ is displayed. Right: Plots of radiated energy of
GW (EGW) versus PNS mass (MPNS) for CCSN models in [44] (red filled circles). We fit them quadratically (black solid line).

C. Gravitational waves

Let us turn our attention to GWs. The characteristic
property of GWs in Fornax CCSN models have been
studied in [7, 13, 58, 59], and very recently Vartanyan
et al. [44] carried out a systematic study with long-term
3D simulations (> 1s) and we quantify the total emitted
energy of GWs (EGW). Although the high computational
cost still limits the number of models, we find a robust
correlation between EGW and the compactness of the
progenitor for explosion models. Observationally, this is
useful, since EGW may be the most easily constrained in
real observations even for cases with no detections [23].
We note that EGW is dominated by aspherical matter
motions in the frequency range of >⇠ 100 Hz, whereas
the low frequency components including GW emission
by anisotropic neutrino emission has a negligible contri-
bution [1, 59, 60].

Let us describe the rationale behind the correlation be-
tween EGW and the compactness of presupernova progen-
itor. The progenitor with the higher compactness core, in
general, has higher mass accretion onto PNS in the post-
bounce phase (see also [61]), that also leads to heavier
MPNS. Strong turbulent energy fluxes are accompanied
by the large mass accretion onto PNS for explosion mod-
els, which is the major driving force emitting GWs. Here,
we should make an important remark. The turbulence
in post-shock region tends to be weak for non-exploding
(or black hole formation) cases [44], since the accretion
is more spherical and the post-shock accretion flow has
higher temperature (i.e., low Mach number) than those
in explosion models. This indicates that the correlation
between EGW and the compactness disappears in non-
exploding models. For this reason, we adopt only explo-
sion models in this correlation study. Although it is a
limitation of the present work, the failure of explosion

seems to be perhaps rarer than ordinary CCSNe [47, 62];
hence, our proposed method will be applied in the ma-
jority of the death of massive stars.
In the right panel of Fig. 2, we plot MPNS (in the unit

of solar mass, M�) as a function of radiated GW energy
(EGW in the unit of 1046erg) for 3D explosion models
in [44]. We note that GW strain is estimated by using
the quadrupole approximation [63]. The positive corre-
lation can be clearly seen, and we show the quadratic
fit as a black solid line in this figure. We note that
the minimum mass of MPNS obtained from the fitting
function, 1.36M�, is not physical but rather an artifact
due to the accuracy of polynominal fitting. The actual
minimum PNS can be lower. We also quantify the co-
e�cient of determination and standard deviation for the
fitting function, which are 0.988 and 0.018, respectively.
The latter is estimated based on a normalized error de-
fined as (MPNS(d) � MPNS(f))/MPNS(f), where MPNS(d)

and MPNS(f) denote PNS mass at data point and that
estimated by the fitting function, respectively.

D. Demonstration

Below we describe how to place a constraint on p̄ by us-
ing these three progenitor-independent correlations. We
provide a flowchart of our proposed method in Fig. 3.
For readers seeking more detailed understandings of our
method, necessary references at each procedure are also
described. As the first step, we need to set Tb. Ac-
cording to [44], EGW is mostly saturated up to Tb ⇠ 2s,
meanwhile the correlation of neutrino signal which we
discussed in [42, 56] is guaranteed up to Tb ⇠ 4s; hence it
should be set in the range of 2s <⇠ Tb

<⇠ 4s. Next, we esti-
mate MPNS from EGW (see the right panel in Fig. 2), and
then E⌫ can be obtained from the correlation to MPNS
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C. Gravitational waves

Let us turn our attention to GWs. The characteristic
property of GWs in Fornax CCSN models have been
studied in [7, 13, 58, 59], and very recently Vartanyan
et al. [44] carried out a systematic study with long-term
3D simulations (> 1s) and we quantify the total emitted
energy of GWs (EGW). Although the high computational
cost still limits the number of models, we find a robust
correlation between EGW and the compactness of the
progenitor for explosion models. Observationally, this is
useful, since EGW may be the most easily constrained in
real observations even for cases with no detections [23].
We note that EGW is dominated by aspherical matter
motions in the frequency range of >⇠ 100 Hz, whereas
the low frequency components including GW emission
by anisotropic neutrino emission has a negligible contri-
bution [1, 59, 60].

Let us describe the rationale behind the correlation be-
tween EGW and the compactness of presupernova progen-
itor. The progenitor with the higher compactness core, in
general, has higher mass accretion onto PNS in the post-
bounce phase (see also [61]), that also leads to heavier
MPNS. Strong turbulent energy fluxes are accompanied
by the large mass accretion onto PNS for explosion mod-
els, which is the major driving force emitting GWs. Here,
we should make an important remark. The turbulence
in post-shock region tends to be weak for non-exploding
(or black hole formation) cases [44], since the accretion
is more spherical and the post-shock accretion flow has
higher temperature (i.e., low Mach number) than those
in explosion models. This indicates that the correlation
between EGW and the compactness disappears in non-
exploding models. For this reason, we adopt only explo-
sion models in this correlation study. Although it is a
limitation of the present work, the failure of explosion

seems to be perhaps rarer than ordinary CCSNe [47, 62];
hence, our proposed method will be applied in the ma-
jority of the death of massive stars.
In the right panel of Fig. 2, we plot MPNS (in the unit

of solar mass, M�) as a function of radiated GW energy
(EGW in the unit of 1046erg) for 3D explosion models
in [44]. We note that GW strain is estimated by using
the quadrupole approximation [63]. The positive corre-
lation can be clearly seen, and we show the quadratic
fit as a black solid line in this figure. We note that
the minimum mass of MPNS obtained from the fitting
function, 1.36M�, is not physical but rather an artifact
due to the accuracy of polynominal fitting. The actual
minimum PNS can be lower. We also quantify the co-
e�cient of determination and standard deviation for the
fitting function, which are 0.988 and 0.018, respectively.
The latter is estimated based on a normalized error de-
fined as (MPNS(d) � MPNS(f))/MPNS(f), where MPNS(d)

and MPNS(f) denote PNS mass at data point and that
estimated by the fitting function, respectively.

D. Demonstration

Below we describe how to place a constraint on p̄ by us-
ing these three progenitor-independent correlations. We
provide a flowchart of our proposed method in Fig. 3.
For readers seeking more detailed understandings of our
method, necessary references at each procedure are also
described. As the first step, we need to set Tb. Ac-
cording to [44], EGW is mostly saturated up to Tb ⇠ 2s,
meanwhile the correlation of neutrino signal which we
discussed in [42, 56] is guaranteed up to Tb ⇠ 4s; hence it
should be set in the range of 2s <⇠ Tb

<⇠ 4s. Next, we esti-
mate MPNS from EGW (see the right panel in Fig. 2), and
then E⌫ can be obtained from the correlation to MPNS

Nagakura and Vartanyan 2023
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Summary
Neutrino self-interactions induce strong flavor conversions

Flavor instabilities occur in CCSN core ubiquitously

Neutrino transport modeling needs to be replaced from classical to quantum 
kinetics 

Neutrino flavor conversion can change shock dynamics, neutrino signal, PNS 
cooling, nucleosynthesis, and NS kick

Future prospects
Improving subgrid models of neutrino flavor conversions

Developing approximate code for quantum kinetic neutrino transport

Providing theoretical predictions of observable signals (neutrino, GW signal, etc.) 
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Figure 30. Possible configurations of neutrino mass states as suggested by oscillations: the normal
(left) and the inverted (right) hierarchy. The flavour composition is shown as well [104, 105].

As we saw in section 3.4.2, the LSND experiment gave us an implication of ν̄µ → ν̄e

oscillation with "m2
LSND ≈ 1 eV2. However, noting that "m2

LSND # "m2
atm # "m2

solar, it is
easy to see that the three-flavour oscillation scheme discussed above cannot explain the LSND
data. This is because we have only two independent mass-squared differences with three
flavours and they are completely determined by the solar, atmospheric, reactor and accelerator
experiments. If the LSND results are confirmed by another experiment such as the MiniBooNE,
we will need some new physics beyond the standard three-flavour neutrino oscillation. One
possibility is to add an extra neutrino which mixes with standard neutrinos. It must not have a
charge of weak interaction because the LEP experiments imply very light degrees of freedom
which couple to Z-boson are not there [209]. Thus the extra neutrino must be sterile. We
will not discuss sterile neutrino further in this review. For further study on sterile neutrino,
see [83, 322] and references therein.

4. Neutrino oscillation in supernova

4.1. Overview

As we saw in section 2, core-collapse supernovae are powerful sources of neutrinos with
total energies of about 1053 erg. Since neutrinos are considered to dominate the dynamics
of supernova, they reflect the physical state deep inside the supernova, which cannot be
seen by electromagnetic waves. Neutrinos are emitted by the core and pass through the
mantle and envelope of the progenitor star. Since the interactions between matter and
neutrinos are extremely weak, one may expect that neutrinos bring no information about the
mantle and envelope. In fact, they do bring the information through the neutrino oscillation
because resonant oscillation discussed in section 3.3.2 depends on the density profile around
the resonance point. Thus neutrinos are also a useful tool to probe the outer structure of
the supernova, including the propagation of shock waves.

Feruglio et al. 2003

Neutrino oscillations

Credit:BBC

Normal Inverted

There are many experimental evidences that neutrinos 
can go through flavor conversion.

Neutrinos have at least three different masses.

Flavor eigenstates are different from mass eigenstates.

U: Pontecorvo–Maki–Nakagawa–
Sakata matrix (PMNS matrix)Flavor state

Mass state
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Figure 30. Possible configurations of neutrino mass states as suggested by oscillations: the normal
(left) and the inverted (right) hierarchy. The flavour composition is shown as well [104, 105].
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experiments. If the LSND results are confirmed by another experiment such as the MiniBooNE,
we will need some new physics beyond the standard three-flavour neutrino oscillation. One
possibility is to add an extra neutrino which mixes with standard neutrinos. It must not have a
charge of weak interaction because the LEP experiments imply very light degrees of freedom
which couple to Z-boson are not there [209]. Thus the extra neutrino must be sterile. We
will not discuss sterile neutrino further in this review. For further study on sterile neutrino,
see [83, 322] and references therein.

4. Neutrino oscillation in supernova

4.1. Overview

As we saw in section 2, core-collapse supernovae are powerful sources of neutrinos with
total energies of about 1053 erg. Since neutrinos are considered to dominate the dynamics
of supernova, they reflect the physical state deep inside the supernova, which cannot be
seen by electromagnetic waves. Neutrinos are emitted by the core and pass through the
mantle and envelope of the progenitor star. Since the interactions between matter and
neutrinos are extremely weak, one may expect that neutrinos bring no information about the
mantle and envelope. In fact, they do bring the information through the neutrino oscillation
because resonant oscillation discussed in section 3.3.2 depends on the density profile around
the resonance point. Thus neutrinos are also a useful tool to probe the outer structure of
the supernova, including the propagation of shock waves.
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Neutrino oscillation with a plane-wave picture

Neutrino shock acceleration in CCSN 97

Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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cij and sij are cos θ ij and sin θ ij, respectively (θ ij denotes the neutrino
mixing angles), and δcp denotes the CP violation phase. Veµ and Vτµ

denote the matter potential with respect to νe and ντ , respectively,11

which can be written as

Veµ ∼
√

2GF ne, (21)

where ne denotes the number density of electron, and

Vτµ ∼ 10−4Veµ, (22)

for the case with ne ∼ np ∼ nn,12 where np and nn denotes the
number density of free proton and neutron, respectively (see also
Botella et al. 1987; Dighe & Smirnov 2000, for more complete
descriptions of Vτµ).

There are three independent eigenvalues ofH, which can be written
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where k runs from 1 to 3. In the expression,
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)
, (24)

11In the expression, we subtracted the contribution of matter potential with
respect to νµ.
12It is a reasonable condition, since the electron fraction around the shock
radius is ∼0.5.
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For the case with normal mass hierarchy (m3 > m2 > m1), the
three eigenvalues in equation (23) correspond to the effective mass
eigenstates as,

λ0 : ν3,

λ1 : ν1,

λ2 : ν2, (29)

respectively. By taking the high density limit, we obtain

λ0 ∼ Veµ,

λ2 ∼ Vτµ, (30)

and then we obtain

νe ∼ ν3,

νµ ∼ ν1,

ντ ∼ ν2, (31)
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Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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Neutrino shock acceleration in CCSN 97

Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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Figure 11. Neutrino spectra measured at the Earth in early post-bounce phase. The CCSN source distance is assumed to be 10 kpc. The left-hand and right-hand
panels show the spectra for neutrinos and antipartners, respectively. The colour represents the flavour of neutrinos. The flavour conversion is assumed as an
adiabatic MSW model with normal mass hierarchy (see Section 4.1.2). For the detail of our analytic formula, see the text and equations in Section 4.1.1.

Figure 12. Same as Fig. 11 but for the case with inverted mass hierarchy.

towards the low energy; hence, the spectrum results in monotoni-
cally decreasing with neutrino energy. The cumulative event counts
defined above are useful to assess the detectability of high energy
neutrinos; for instance, it enable us to determine the expected max-
imum energy of detected neutrinos on each detector. It corresponds
to the energy where the cumulative event counts reaches unity, i.e.
it is ∼110, ∼76, ∼84, and ∼65 MeV for HK, SK, DUNE, and
JUNO, respectively, in normal mass hierarchy; in inverted mass
hierarchy, it is ∼115, ∼83, ∼84, and ∼74 MeV in the same order of
detectors. It should be stressed that the expected maximum energies
are remarkably higher than those of thermal components (see dashed
lines in the same figure). We also note that the threshold energy for

thermal component is less sensitive to the source distance than that
for non-thermal one, which can be seen in Fig. 15. Regardless of the
neutrino mass hierarchy and detectors, >100 MeV thermal neutrinos
are not detectable (see dashed lines in the figure) unless the distance
to the CCSN source is very nearby !1 kpc. The insensitiveness to the
source distance reflects an important fact that the exponential decline
of the thermal spectrum of neutrinos is very steep. On the other hand,
the maximum energy depends more sensitive to the distance for the
non-thermal neutrinos; indeed, we find that all detectors are capable
of capturing neutrinos with >100 MeV if the source is located at !
4 kpc. It should be stressed that HK will detect >100 MeV neutrinos
for CCSNe with ! 10 kpc.
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Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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cij and sij are cos θ ij and sin θ ij, respectively (θ ij denotes the neutrino
mixing angles), and δcp denotes the CP violation phase. Veµ and Vτµ

denote the matter potential with respect to νe and ντ , respectively,11

which can be written as

Veµ ∼
√

2GF ne, (21)

where ne denotes the number density of electron, and

Vτµ ∼ 10−4Veµ, (22)

for the case with ne ∼ np ∼ nn,12 where np and nn denotes the
number density of free proton and neutron, respectively (see also
Botella et al. 1987; Dighe & Smirnov 2000, for more complete
descriptions of Vτµ).

There are three independent eigenvalues ofH, which can be written
as

λk = −b
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where k runs from 1 to 3. In the expression,

b = −
(
m∗2

1 + m∗2
2 + m∗2

3 + Vτµ + Veµ

)
, (24)

11In the expression, we subtracted the contribution of matter potential with
respect to νµ.
12It is a reasonable condition, since the electron fraction around the shock
radius is ∼0.5.
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. (28)

For the case with normal mass hierarchy (m3 > m2 > m1), the
three eigenvalues in equation (23) correspond to the effective mass
eigenstates as,

λ0 : ν3,

λ1 : ν1,

λ2 : ν2, (29)

respectively. By taking the high density limit, we obtain

λ0 ∼ Veµ,

λ2 ∼ Vτµ, (30)

and then we obtain

νe ∼ ν3,

νµ ∼ ν1,

ντ ∼ ν2, (31)
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Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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Figure 11. Neutrino spectra measured at the Earth in early post-bounce phase. The CCSN source distance is assumed to be 10 kpc. The left-hand and right-hand
panels show the spectra for neutrinos and antipartners, respectively. The colour represents the flavour of neutrinos. The flavour conversion is assumed as an
adiabatic MSW model with normal mass hierarchy (see Section 4.1.2). For the detail of our analytic formula, see the text and equations in Section 4.1.1.

Figure 12. Same as Fig. 11 but for the case with inverted mass hierarchy.

towards the low energy; hence, the spectrum results in monotoni-
cally decreasing with neutrino energy. The cumulative event counts
defined above are useful to assess the detectability of high energy
neutrinos; for instance, it enable us to determine the expected max-
imum energy of detected neutrinos on each detector. It corresponds
to the energy where the cumulative event counts reaches unity, i.e.
it is ∼110, ∼76, ∼84, and ∼65 MeV for HK, SK, DUNE, and
JUNO, respectively, in normal mass hierarchy; in inverted mass
hierarchy, it is ∼115, ∼83, ∼84, and ∼74 MeV in the same order of
detectors. It should be stressed that the expected maximum energies
are remarkably higher than those of thermal components (see dashed
lines in the same figure). We also note that the threshold energy for

thermal component is less sensitive to the source distance than that
for non-thermal one, which can be seen in Fig. 15. Regardless of the
neutrino mass hierarchy and detectors, >100 MeV thermal neutrinos
are not detectable (see dashed lines in the figure) unless the distance
to the CCSN source is very nearby !1 kpc. The insensitiveness to the
source distance reflects an important fact that the exponential decline
of the thermal spectrum of neutrinos is very steep. On the other hand,
the maximum energy depends more sensitive to the distance for the
non-thermal neutrinos; indeed, we find that all detectors are capable
of capturing neutrinos with >100 MeV if the source is located at !
4 kpc. It should be stressed that HK will detect >100 MeV neutrinos
for CCSNe with ! 10 kpc.
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Figure 10. Same as Fig. 9 but for the late post-bounce phase in failed CCSN.
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cij and sij are cos θ ij and sin θ ij, respectively (θ ij denotes the neutrino
mixing angles), and δcp denotes the CP violation phase. Veµ and Vτµ

denote the matter potential with respect to νe and ντ , respectively,11

which can be written as

Veµ ∼
√

2GF ne, (21)

where ne denotes the number density of electron, and

Vτµ ∼ 10−4Veµ, (22)

for the case with ne ∼ np ∼ nn,12 where np and nn denotes the
number density of free proton and neutron, respectively (see also
Botella et al. 1987; Dighe & Smirnov 2000, for more complete
descriptions of Vτµ).
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where k runs from 1 to 3. In the expression,
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11In the expression, we subtracted the contribution of matter potential with
respect to νµ.
12It is a reasonable condition, since the electron fraction around the shock
radius is ∼0.5.
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For the case with normal mass hierarchy (m3 > m2 > m1), the
three eigenvalues in equation (23) correspond to the effective mass
eigenstates as,

λ0 : ν3,

λ1 : ν1,

λ2 : ν2, (29)

respectively. By taking the high density limit, we obtain

λ0 ∼ Veµ,

λ2 ∼ Vτµ, (30)

and then we obtain

νe ∼ ν3,

νµ ∼ ν1,

ντ ∼ ν2, (31)
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Figure 11. Neutrino spectra measured at the Earth in early post-bounce phase. The CCSN source distance is assumed to be 10 kpc. The left-hand and right-hand
panels show the spectra for neutrinos and antipartners, respectively. The colour represents the flavour of neutrinos. The flavour conversion is assumed as an
adiabatic MSW model with normal mass hierarchy (see Section 4.1.2). For the detail of our analytic formula, see the text and equations in Section 4.1.1.

Figure 12. Same as Fig. 11 but for the case with inverted mass hierarchy.

towards the low energy; hence, the spectrum results in monotoni-
cally decreasing with neutrino energy. The cumulative event counts
defined above are useful to assess the detectability of high energy
neutrinos; for instance, it enable us to determine the expected max-
imum energy of detected neutrinos on each detector. It corresponds
to the energy where the cumulative event counts reaches unity, i.e.
it is ∼110, ∼76, ∼84, and ∼65 MeV for HK, SK, DUNE, and
JUNO, respectively, in normal mass hierarchy; in inverted mass
hierarchy, it is ∼115, ∼83, ∼84, and ∼74 MeV in the same order of
detectors. It should be stressed that the expected maximum energies
are remarkably higher than those of thermal components (see dashed
lines in the same figure). We also note that the threshold energy for

thermal component is less sensitive to the source distance than that
for non-thermal one, which can be seen in Fig. 15. Regardless of the
neutrino mass hierarchy and detectors, >100 MeV thermal neutrinos
are not detectable (see dashed lines in the figure) unless the distance
to the CCSN source is very nearby !1 kpc. The insensitiveness to the
source distance reflects an important fact that the exponential decline
of the thermal spectrum of neutrinos is very steep. On the other hand,
the maximum energy depends more sensitive to the distance for the
non-thermal neutrinos; indeed, we find that all detectors are capable
of capturing neutrinos with >100 MeV if the source is located at !
4 kpc. It should be stressed that HK will detect >100 MeV neutrinos
for CCSNe with ! 10 kpc.
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where |⌫`i (` = e, µ, ⌧) is the weak eigenstate of a neutrino created or absorbed in some

charged-current weak interaction (“flavour eigenstate”), and |⌫ii (i = 1, 2, 3) is the eigen-
state of the free-particle Hamiltonian (“mass eigenstate”) describing a neutrino’s kine-

matic behaviour – which is, however, not directly observable.

After applying the unitary constraints and removing unphysical phases, the matrix

elements of U ⌘ (U`i) and of its inverse U�1
= U † ⌘ (U⇤

`i)
T
can be parametrized by three

rotation angles (✓12, ✓13, ✓23) and one complex phase �, thus introducing the possibility

of CP violation in the lepton sector. Take care when a neutrino |⌫`i couples as an adjoint

spinor to the weak interaction vertex: its corresponding coupling factor (i.e. the matrix

element U`i or U⇤
`i) will appear as the complex conjugate [2].

A neutrino is produced weakly as a well-defined flavour state, but manifests itself as

a coherent linear superposition of the three mass eigenstates:

 `(0, 0) ⌘ |⌫`i =
3X

i=1

U⇤
`i |⌫ii (2)

Each |⌫ii’s momentum pi and energy Ei =
p
m2

i + p2i are separately determined by

energy-momentum conservation in the production process. This fact is exploited by preci-

sion experiments for measuring the neutrino masses [1].
2
An example is the 2-body decay

⇡+ ! ⌫µ µ+
[1, 4]: if the ⇡ mass, the µ mass and the µ momentum in the ⇡ rest frame

are known with su�ciently high precision, then the neutrino mass squared is kinemati-

cally determined. Such observation causes the superposition to collapse into one specific

mass eigenstate |⌫ii with probability |Uµi|2; the measurements yield only an incoherently

averaged muon-based e↵ective mass squared
P3

i=1 |Uµi|2 m2
i .

2 Plane-wave model

In absence of such an observation, the wave function  ` will propagate by evolving as

coherently superposed plane-waves along e.g. the x-direction:3

 `(t, x) =
3X

i=1

U⇤
`i |⌫ii e�i�i , phase �i = Ei t� pi x (3)

with di↵erent phases �i for each of its components |⌫ii. The interfering phases will steadily
shift apart – this dispersion is the origin of the oscillation.

Note that for any plane-wave, the phase velocity ⌘ Ei/pi = 1/�i � 1; the group

velocity ⌘ dEi/dpi = pi/Ei = �i  1 is equal to the particle’s velocity in the lab frame.

For a wave-packet, �i is the velocity of the packet’s centre.

The neutrino will eventually be detected at a distance x = L by some charged-current

weak interaction, and its absorbed flavour `⇤ can be identified. Therefore, the mass eigen-

states |⌫ii of eq. (3) have to be re-expressed in terms of flavour eigenstates |⌫`0i while

keeping into account the evolved individual phases �i:

 `(t, x) =
⌧X

`0=e

 
3X

i=1

U⇤
`i U`0ie

�i�i

!
|⌫`0i (4)

2 So far, only upper limits can be derived from the e↵ective masses squared [4].
3 Notwithstanding any uncertainties at production, free-particle propagation is always on-shell [7].

Assuming vacuum only, no matter e↵ects like MSW need to be taken into account.
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2

Boltzmann transport becomes a 
reasonable approximation.
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abstract

I. INTRODUCTION

II. BASIC EQUATIONS

p
µ @

(�)

f

@xµ
+

dp
i

d⌧

@

(�)

f

@pi
= �p

µ
uµ

(�)

S col + ip
µ
nµ[

(�)

H ,

(�)

f ], (1)

In the expression, f and f̄ denote the density matrix
of neutrinos and anti-neutrinos, respectively; xµ and p

µ

are spaticetime coordinates and the four-momentum of
neutrinos (and anti-neutrinos); uµ and n

µ represent the
four-velocity of fluid and the unit vector normal to the
spatial hypersurface of constant time, respectively; Scol

and S̄col are the collision terms measured at the fluid rest
frame; H and H̄ denote the Hamiltonian operators which
can be decomposed as

(�)

H =
(�)

H vac +
(�)

Hmat +
(�)

H ⌫⌫ , (2)

where

H̄vac = H
⇤
vac,

H̄mat = �H
⇤
mat,

H̄⌫⌫ = �H
⇤
⌫⌫ .

(3)

Hvac denotes the vacuum Hamiltonian with the ex-
pression in the neutrino-flavor eigenstate, which can be
written as

Hvac =
1

2⌫
U

2

4
m

2
1 0 0
0 m

2
2 0

0 0 m
2
3

3

5U
†
, (4)

where ⌫ = �p
µ
nµ = p

0
↵; ↵ denotes the lapse func-

tion; mi denotes the mass of neutrinos; U denotes
the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix.
The matter potential Hmat can be written as

Hmat = D

2

4
Ve 0 0
0 Vµ 0
0 0 V⌧

3

5 , (5)

⇤
hirokin@astro.princeton.edu

where D = (�p
µ
uµ)/⌫ denotes the Doppler factor be-

tween the laboratory frame and the fluid-rest frame (see
[1, 2]); The leading order of V` can be written as

V` ⇠
p
2GF (n`� � n`+), (6)

where GF and n` represent the Fermi Constant and the
number density of each lepton, respectively. We note,
however, that µ and ⌧ do not appear in CCSN (but see
[3, 4] for interesting possibilities of µ appearance in CCSN
core); hence the next order correction, radiative correc-
tion, should be taken into account [5, 6], which would be
important for the baryon density above ⇠ 108g/cm3. Fi-
nally, H⌫⌫ represents the self-interaction potential, which
can be written as

H⌫⌫ =
p
2GF

Z
d
3
q
0

(2⇡)3
(1�

3X

i=1

`
0
(i)`(i))(f(q

0)� f̄
⇤(q0)),

(7)
where d

3
q denotes the momentum space volume of neu-

trinos (and anti-neutrinos), which are measured at the
laboratory frame; `i(i = 1, 2, 3) denote directional cosines
for the direction of neutrino propagation and it is mea-
sured with respect to a spatial tetrad basis e(1) which is
normal to n. They can be written as

`(1) = cos ✓⌫ ,

`(2) = sin ✓⌫ cos �⌫ ,

`(3) = sin ✓⌫ sin �⌫ ,

(8)

where ✓⌫ and �⌫ denote the polar and azimuthal angles
in neutrino momentum space1.

1
In some approaches, it may be useful to define Hamiltonian op-

erators on the fluid-rest frame. They are related to those define

in laboratory frame as,

H = DH
F
. (9)

The self-interaction potential at the fluid rest frame can be writ-

ten as

H
F
⌫⌫ =

p
2GF

Z
d
3
q
0F

(2⇡)3
(1�

3X

i=1

`
0F
(i)`

F
(i))(f

F
(q

0F
)�f̄

F⇤
(q

0F
)), (10)

where f
F

denotes the density matrix of neutrinos measured at

the fluid rest frame. In the expression, the directional cosines `
F
(i)

are also defined on the fluid rest frame, i.e., they are measured

from ê(1). The ê(1) can be obtained by following prescription in

[2] (see Eqs.14-20 in the paper).

- Global simulations:
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Multi-dimensional core-collapse supernova simulations
(Neutrino-radiation-hydrodynamic simulations) 2014〜
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“Quantum kinetics of neutrinos in dense astrophysical environments”

Core collapse supernova (CCSN)
Binary neutron star merger (BNSM)

Neutrino transport with 
neutrino oscillation (flavor conversion)

Today’s topic:



(M2F model). We adopt ξ ¼ 10−4 and Nr ¼ 12 288 (the
number of radial grid) for all these three models. To check
the dependence of attenuation parameter, we run M3FH, in
which we set ξ ¼ 2 × 10−4 with higher spatial resolutions;
the smallest grid widthΔrmin is 15 cm, andNr is 24 576.We
run each simulation for 1 ms and confirm that the system
reaches a quasisteady state. Since we are interested in
astrophysical aspects, temporal variations of FFCs are not
our focus. We, hence, extend each simulation for 0.05 ms,
and all results presented below are computed based on the
time-averaged quantities during the time interval.
Results.—The left panel in Fig. 2 displays radial profiles

of net gain energy from neutrinos. As a representative case,
we first focus on the M3F model. As shown in the panel,
the neutrino heating in the gain region becomes remarkably
lower than NFC. More quantitatively, the gain radius is
increased by ∼7%, causing the reduction of baryon mass
(∼23%) in the gain region. The local neutrino-heating rate
is also reduced, resulting in ∼48% reduction of the net
gain energy. This suggests that FFC potentially hinders the
delayed neutrino-heating mechanism. It may be, however,
premature to conclude that FFCs play negative roles on
explosions. As shown in the same figure, neutrino cooling
in the optically thick region is higher in M3F than NFC.
Indeed, we find that the total energy flux of neutrinos at the
outer boundary is increased by ∼33%. This can lead to
higher matter temperature due to an efficient contraction of
PNS, and, therefore, the average energy of neutrinos can
also be increased, facilitating neutrino absorptions in the
gain region. This suggests that feedback from neutrino-
matter interactions to fluid dynamics needs to be included
to determine whether FFC has a positive or negative role on
driving explosion. Its detailed investigation requires radi-
ation-hydrodynamic simulations, which will be addressed
in future work.
It is worthy of note that the average energy of electron-

type neutrinos (νe) and their antipartners (ν̄e) in M3F
become higher than the case with NFC (see middle panel

in Fig. 2). This is attributed to the fact that some heavy-
leptonic neutrinos (νx), having the highest energy among
flavors, convert to νe and ν̄e. On the other hand, energy
fluxes of νe and ν̄e become lower (see the right panel in
Fig. 2), which is also due to lower energy flux of νx in NFC.
These two effects compete with each other regarding
neutrino heating, and the latter effect dominates over
the former. We also find that the energy flux of νxðaveÞ,
averaging over νx and ν̄x, are substantially increased in
M3F, whereas their average energy becomes lower than in
NFC models. This trend is qualitatively in line with results
of radiation-hydrodynamic simulations of a binary neutron
star merger remnant [27,28].
We make remarks on model-dependent features on

neutrino heating. First, the impact of FFC in M2F is less
remarkable than M3F (see the left panel in Fig. 2); the net
gain energy is ∼16% lower than the case with NFC. This
indicates that νe and ν̄e conversions to heavy-leptonic
neutrinos are mild compared to the three-flavor framework,
which is consistent with the difference of flavor equiparti-
tion between these frameworks. Our result exhibits the
importance of the three-flavor framework to quantify the
actual impact of FFCs on CCSNe. Next, we find that
M3FGR has essentially the same result as M3F, suggesting
that GR effects are subdominant. Quantitatively speaking,
however, we find that neutrino cooling in the semitrans-
parent region (∼50 km) is suppressed in M3FGR. The
lower neutrino cooling exhibits that the number (or energy)
density of νe and ν̄e is higher than in the NFC model,
since the increase of neutrino population leads to a larger
blocking factor for neutrino emission and also higher
neutrino absorption there. The increase of the neutrino
number is a natural outcome of the redshift effect, since the
average energy of neutrinos becomes lower, resulting in the
larger neutrino diffusion due to the lower opacity. Finally,
we confirm that the M3FH model, which has the highest
resolution with the modest ξ, shows the similar result to
M3F, in which the neutrino heating in the gain region is
reduced by ∼40% by FFCs.

FIG. 2. Radial profiles of three key quantities. Left: gain energy from neutrinos. Each color corresponds to a different model. Middle:
average energy of neutrinos. Line type distinguishes the species of neutrinos. Right: energy flux of neutrinos.

PHYSICAL REVIEW LETTERS 130, 211401 (2023)
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Neutrino-heating mechanism for CCSN explosions
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Fig. 2. Schematic profiles of density, temperature, and mass
accretion rate between neutrinosphere at radius Rν and shock
at Rs some time after core bounce. Rg denotes the position of
the gain radius. At the shock, ρ and T jump discontinuously
from their preshock values ρp and Tp to the postshock val-
ues ρs and Ts, respectively. For r < Reos the density declines
steeply because the pressure is mainly caused by the nonrela-
tivistic Boltzmann gases of free neutrons and protons. Outside
of Reos the gas is radiation dominated and the density decrease
much flatter. In general, some of the gas falling into the shock
at rate Ṁ may stay in the region of neutrino heating while
another part (rate Ṁ ′) is advected into the nascent neutron
star. Note that Ṁ(r) is continuous at the shock in the rest
frame of the star only in case of a stalled shock front. Between
Rν and Reos the temperature can be considered roughly as
constant, whereas its negative gradient in the radiation domi-
nated region ensures hydrostatic equilibrium. There is net en-
ergy loss between Rν and Rg where T (r) exceeds the temper-
ature TH=C ∼ Tν(Rν/r)1/3, for which neutrino heating equals
cooling. Net energy deposition occurs between Rg and Rs

below the neutrinospheric value. If, instead, the temper-
ature would rise significantly above this latter value, the

matter would become optically thick to the energetic neu-
trinos produced in the hot gas (the opacity increases
roughly with the square of the neutrino energy) and the
neutrinosphere would move farther out to a lower density
(and thus typically a lower temperature).

Below a density between 109 g/cm3 and 1010 g/cm3,
relativistic electron-positron pairs and radiation deter-
mine the pressure, provided the temperature is suffi-
ciently high, typically around 1 MeV or more (see Woosley
et al. 1986). Exterior to the corresponding radius Reos,
where this transition from the baryon-dominated to the
radiation-dominated regime takes place, the temperature
must therefore decrease so that the negative temperature
gradient can yield the force which balances gravity.

The gain radius Rg is located at the radial position
where the temperature profile T (r) intersects with the
curve of temperature values, TH=C(r), for which heating
is equal to cooling by neutrinos, roughly given by

TH=C(r) ∼ Tν ·
(

Rν

r

)1
3

(1)

(Bethe & Wilson 1985). In Eq. (1) Tν means the temper-
ature at the radius Rν of the neutrinosphere. The shock
at Rs is taken to be infinitesimally thin compared to the
scales considered. Within the shock the density and tem-
perature therefore jump from their preshock values ρp and
Tp, to the postshock values ρs and Ts, respectively. A part
of the gas which falls into the shock with a mass accretion
rate Ṁ can stay in the region of neutrino heating, whereas
another part is advected with rate Ṁ ′ through the cooling
region to be added to the neutron star inside Rν .

The approach to the problem of shock revival taken
in this paper is considerably different from the discussion
of steady-state accretion or winds. Steady-state assump-
tions, for example, were also used by Burrows & Goshy
(1993) in their theoretical analysis of the explosion mecha-
nism. Having realized the fact, however, that the mass and
energy in the gain layer vary because of different rates of
mass flow through the boundaries and additional neutrino
heating, one is forced to the following conclusions. Firstly,
the discussion has to be time-dependent, which means that
the time derivatives in the continuity and energy equations
cannot be ignored. (Dropping the total time-derivative in
the momentum equation by assuming hydrostatic equi-
librium is less problematic and yields a reasonably good
approximation.) Secondly, the properties of the shock and
of the gain layer must be determined as solutions of an
initial value problem rather than from a steady-state pic-
ture. This reflects essential physics, namely that the shock
behavior is controlled by the cumulative effects of neutrino
heating and mass accumulation in the gain layer. For these
reasons conservation laws for the total mass and energy
in the gain layer will be derived by integrating the hy-
drodynamic equations of continuity and energy, including
the terms with time derivatives, over the volume of the
gain layer. The treatment will therefore retain the time-
dependence of the problem.

Janka 2001



Gravitational Waves from CCSNe
Radice et al. 2019

Rich progenitor dependence

Most of GW energy is > 100Hz

Detectability: under debate

Any correlations to others ?
Yes, neutrinos!



GWs from long-term 3D CCSN simulations

24

FIG. 10. The gravitational-wave energy from matter motions (in M� c2) for all the 3D models highlighted in this paper as a
function of time after bounce (in seconds). Note that the total GW energy radiated di↵ers by ⇠three orders of magnitude from
the least massive, 9-M� to the most massive, 23-M� progenitor. This energy grows by three orders of magnitude for the most
massive progenitors over the first ⇠2 seconds of simulation, but is already asymptoting shortly after one second post-bounce.
All models show rapid growth in the first ⇠50 ms, associated with the onset of prompt convection driven by the overturn of
the shocked mantle dynamically generated at and after bounce as the shock stalls initially into accretion. After this phase, the
neutrino-driven turbulence between the shock and the proto-neutron star core grows in vigor over a period of ⇠100 milliseconds
and excites a spectrum of core pulsational f- and some p-modes and likely generates a GW component due to the impinging of
the plumes onto the PNS that all together constitute the bulk of the gravitational radiation issuing from the supernova. This
phase can last from hundreds of milliseconds to 1.5 seconds, depending upon progenitor, after which the strains subside to a
hum dominated by the fundamental ` = 2 f-mode and (weakly) overtones. This last phase can last for many seconds. However,
the signals from those models destined to leave black holes are still vigorous for a longer period of time, since accretion persists
for these models until the black hole forms, after which the signal ceases abruptly. See the text for a discussion.

Vartanyan et al. 2023
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FIG. 2. Left: Plots of flavor- and time-integrated total neutrino energy (E⌫) versus PNS mass (MPNS). Di↵erent color indicates
di↵erent post-bounce time (Tb) at which the correlation between MPNS and E⌫ is displayed. Right: Plots of radiated energy of
GW (EGW) versus PNS mass (MPNS) for CCSN models in [44] (red filled circles). We fit them quadratically (black solid line).

C. Gravitational waves

Let us turn our attention to GWs. The characteristic
property of GWs in Fornax CCSN models have been
studied in [7, 13, 58, 59], and very recently Vartanyan
et al. [44] carried out a systematic study with long-term
3D simulations (> 1s) and we quantify the total emitted
energy of GWs (EGW). Although the high computational
cost still limits the number of models, we find a robust
correlation between EGW and the compactness of the
progenitor for explosion models. Observationally, this is
useful, since EGW may be the most easily constrained in
real observations even for cases with no detections [23].
We note that EGW is dominated by aspherical matter
motions in the frequency range of >⇠ 100 Hz, whereas
the low frequency components including GW emission
by anisotropic neutrino emission has a negligible contri-
bution [1, 59, 60].

Let us describe the rationale behind the correlation be-
tween EGW and the compactness of presupernova progen-
itor. The progenitor with the higher compactness core, in
general, has higher mass accretion onto PNS in the post-
bounce phase (see also [61]), that also leads to heavier
MPNS. Strong turbulent energy fluxes are accompanied
by the large mass accretion onto PNS for explosion mod-
els, which is the major driving force emitting GWs. Here,
we should make an important remark. The turbulence
in post-shock region tends to be weak for non-exploding
(or black hole formation) cases [44], since the accretion
is more spherical and the post-shock accretion flow has
higher temperature (i.e., low Mach number) than those
in explosion models. This indicates that the correlation
between EGW and the compactness disappears in non-
exploding models. For this reason, we adopt only explo-
sion models in this correlation study. Although it is a
limitation of the present work, the failure of explosion

seems to be perhaps rarer than ordinary CCSNe [47, 62];
hence, our proposed method will be applied in the ma-
jority of the death of massive stars.
In the right panel of Fig. 2, we plot MPNS (in the unit

of solar mass, M�) as a function of radiated GW energy
(EGW in the unit of 1046erg) for 3D explosion models
in [44]. We note that GW strain is estimated by using
the quadrupole approximation [63]. The positive corre-
lation can be clearly seen, and we show the quadratic
fit as a black solid line in this figure. We note that
the minimum mass of MPNS obtained from the fitting
function, 1.36M�, is not physical but rather an artifact
due to the accuracy of polynominal fitting. The actual
minimum PNS can be lower. We also quantify the co-
e�cient of determination and standard deviation for the
fitting function, which are 0.988 and 0.018, respectively.
The latter is estimated based on a normalized error de-
fined as (MPNS(d) � MPNS(f))/MPNS(f), where MPNS(d)

and MPNS(f) denote PNS mass at data point and that
estimated by the fitting function, respectively.

D. Demonstration

Below we describe how to place a constraint on p̄ by us-
ing these three progenitor-independent correlations. We
provide a flowchart of our proposed method in Fig. 3.
For readers seeking more detailed understandings of our
method, necessary references at each procedure are also
described. As the first step, we need to set Tb. Ac-
cording to [44], EGW is mostly saturated up to Tb ⇠ 2s,
meanwhile the correlation of neutrino signal which we
discussed in [42, 56] is guaranteed up to Tb ⇠ 4s; hence it
should be set in the range of 2s <⇠ Tb

<⇠ 4s. Next, we esti-
mate MPNS from EGW (see the right panel in Fig. 2), and
then E⌫ can be obtained from the correlation to MPNS

Nagakura and Vartanyan 2023

Strong correlation between GWs and Proto-neutron star mass

Long term (~ 5s) 
3D CCSN simulations 

Proto-neutron star mass can be estimated from GWs
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Neutrino signals

1. Explosion models have low neutrino 
luminosity than those with non-explosions

2. The average energy of electro-type 
neutrinos and their anti-partners are lower 

in 3D than 1D.

3. Neutrino luminosity of heavy-leptonic 
neutrinos are higher in 3D than 1D.

(due to weak mass accretion)

(due to PNS convection)

A systematic study of PNS convection in 3D CCSN 13
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Figure 16. The radial profile of the angle-averaged turbulent en-
ergy flux at 200, 400 and 500 ms after bounce from top to bottom,
respectively. The results for the 60M� model are not included in
the last two snapshots.

neutrino luminosity, whereas the matter temperature at the
neutrinospheres is smaller than in 1D, working to decrease
the luminosity5. This competition can be characterized very

5 Consistent with the fact that the matter temperatures in 3D are
lower here than in 1D is that the average energy of the neutrinos
in 3D is smaller than in 1D (Fig. 20).
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Figure 17. The same as Fig. 12, but for the peak turbulent
energy flux.

roughly by a parameter, �, which is defined as

� ⌘ L⌫3D

L⌫1D
⇠ T4

⌫3DR2
⌫3D

T4
⌫1DR2

⌫1D

, (2)

where T⌫ and R⌫ denote the matter temperature and radius,
respectively, of the neutrinosphere6. We find that during the
early phase the latter e↵ect dominates the former (� < 1).
As a result, during this early phase the neutrino luminosity
is smaller in 3D. Unlike the case for the other species, the
production of ⌫̄es is suppressed by the Fermi degeneracy
of the ⌫es. Due to the enhanced supply of leptons by PNS
convection, this suppressive e↵ect on the density of ⌫̄es is
stronger in 3D than in 1D (Buras et al. 2006).

At the later phase (& 400 ms), the di↵erence in neutrino
luminosity between 1D and 3D has a di↵erent origin than
during the earlier phase. The ⌫x luminosity in 3D is higher
than in 1D for all models, but the di↵erences between 1D
and 3D models for the ⌫e and ⌫̄e neutrinos depend upon
progenitor. The luminosities of the latter species are lower
in 3D than 1D for the 19� and 25�M� models, but higher in
9M� model. On the other hand, the ⌫e and ⌫̄e luminosities

6 Note that the e↵ect of Fermi degeneracy is not taken into ac-
count in Eq. 2 (see e.g., Nagakura et al. (2013)).

MNRAS 000, 1–17 (2019)

Useful formula:

CCSN neutrinos informed by 3D models 3

 0

 2

 4

 6

 8

 10

L
 [

1
0

5
2
 e

rg
 s

-1
]

9 M
!

10 M
!

12 M
!

13 M
!

14 M
!

15 M
!

19 M
!

25 M
!

L νe

 0

 4

 8

 12

 16

 20

ε ν
e

<
  
  
  
>

 [
M

e
V

]

L νe

<ενe
>

 0

 2

 4

 6

 8

L
 [

1
0

5
2
 e

rg
 s

-1
]

L νe

<ενe
>

L ν-e 

 0

 4

 8

 12

 16

 20

ε ν-
e

<
  
  
  
>

 [
M

e
V

]

L νe

<ενe
>

L ν-e 

<εν-e
>

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

L
 [

1
0

5
2
 e

rg
 s

-1
]

Time [s]

L νe

<ενe
>

L ν-e 

<εν-e
>

L νx

 0

 4

 8

 12

 16

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

ε ν
x

<
  
  
  
>

 [
M

e
V

]

Time [s]

L νe

<ενe
>

L ν-e 

<εν-e
>

L νx

<ενx
>

Figure 3. The energy luminosity (left) and average neutrino energy (right) as a function of time for each
species of neutrino for all 3D models in this study. These are measured in the laboratory frame at 250 km.
For comparison, we display 1D counterparts as thin lines.

At the onset of collapse, our CCSN simulations are
performed in spherical symmetry by taking a matter pro-
file computed by stellar evolution models. In this study,
we include the results for 9-, 10-, 12-, 13-, 14-, 15-, 19-
and 25-M! models (8 models in total), enough to blanket
the overall progenitor dependence4. The initial 1D models
were calculated by Sukhbold et al. (2016), except for the
25-M! progenitor which was calculated by Sukhbold et al.
(2018). Once the simulation reached 10 ms after core bounce,
we mapped both matter and neutrino radiation profiles to
3D and imposed non-radial perturbations in the fluid ve-
locity following the prescription in Müller & Janka (2015).

4 All progenitor models employed in this paper are non-rotating
models.

We employed a spherical coordinate, dendritic mesh with
678×128×256 (r×θ×φ) grid points covering 0 ≤ r ≤ 20, 000
km. The radial grid is logarithmically stretched outside the
inner ∼ 70 km.

The neutrino transport module in Fornax solves the
energy-dependent two moment equations for three neu-
trino species: electron-type neutrinos νe, electron-type anti-
neutrinos ν̄e, and all the other heavy neutrinos bundled
into what we call “νx.” The fluid-velocity dependence is in-
cluded up to O(v/c) and the effect of general relativity is
approximate included using the scheme in Rampp & Janka
(2002). We use 12 energy groups which are logarithmically
distributed from 1 MeV to 300 MeV for νe and 1 MeV to
100 MeV for the other species (We note that we display the
result of 1D simulation for comparison, in which we employ
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Figure 9. Time evolution of the cumulative number of events in the major channel of each detector (from
top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavor conversions. Middle: normal mass hierarchy.
Right: inverted mass hierarchy. Color distinguishes the 3D models. The angular variations are also displayed
with the shaded region along each solid line and the solid line corresponds to the angular average. The distance
to the CCSN is assumed to be 10 kpc.

5, then the source should be located very nearby (d ! 1 kpc).
For HK, the threshold distance for HK is still ∼ 2 kpc8.

However, Tamborra et al. (2013) claim that HK is ca-
pable of detecting the temporal variation of the SASI in
CCSNe at d ≥ 10 kpc. There are some reasons for this in-

using Eq. 21 by changing N10kpc. Note that we arrive at a similar
conclusion.
8 We assume a fiducial volume of 220 ktons in HK for CCSN
neutrino analysis (Hyper-Kamiokande Proto-Collaboration et al.
2018).

consistency. First, those authors assume that the available
volume in HK is 740 ktons, which is more than three times
larger than we assume. Second, their conclusion hinges on
the choice of the most optimal observer direction in which
the SASI modulation is strongest. Our conclusions rest on
the use of the angle-averaged modulations, so their choice en-
hances the detectability of the temporal modulation in HK.
We also note that in their analysis the SN-ratio required to
catch the temporal behavior seems to be smaller than ours.
They might be setting ∼ 2 (see the bottom panel of Figure 1
in Tamborra et al. 2013). Since the SN-ratio is proportional
to d−1, the threshold distance becomes 2.5 times larger than
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Figure 9. Time evolution of the cumulative number of events in the major channel of each detector (from
top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavor conversions. Middle: normal mass hierarchy.
Right: inverted mass hierarchy. Color distinguishes the 3D models. The angular variations are also displayed
with the shaded region along each solid line and the solid line corresponds to the angular average. The distance
to the CCSN is assumed to be 10 kpc.

5, then the source should be located very nearby (d ! 1 kpc).
For HK, the threshold distance for HK is still ∼ 2 kpc8.

However, Tamborra et al. (2013) claim that HK is ca-
pable of detecting the temporal variation of the SASI in
CCSNe at d ≥ 10 kpc. There are some reasons for this in-

using Eq. 21 by changing N10kpc. Note that we arrive at a similar
conclusion.
8 We assume a fiducial volume of 220 ktons in HK for CCSN
neutrino analysis (Hyper-Kamiokande Proto-Collaboration et al.
2018).

consistency. First, those authors assume that the available
volume in HK is 740 ktons, which is more than three times
larger than we assume. Second, their conclusion hinges on
the choice of the most optimal observer direction in which
the SASI modulation is strongest. Our conclusions rest on
the use of the angle-averaged modulations, so their choice en-
hances the detectability of the temporal modulation in HK.
We also note that in their analysis the SN-ratio required to
catch the temporal behavior seems to be smaller than ours.
They might be setting ∼ 2 (see the bottom panel of Figure 1
in Tamborra et al. 2013). Since the SN-ratio is proportional
to d−1, the threshold distance becomes 2.5 times larger than
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Figure 9. Time evolution of the cumulative number of events in the major channel of each detector (from
top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavor conversions. Middle: normal mass hierarchy.
Right: inverted mass hierarchy. Color distinguishes the 3D models. The angular variations are also displayed
with the shaded region along each solid line and the solid line corresponds to the angular average. The distance
to the CCSN is assumed to be 10 kpc.

5, then the source should be located very nearby (d ! 1 kpc).
For HK, the threshold distance for HK is still ∼ 2 kpc8.

However, Tamborra et al. (2013) claim that HK is ca-
pable of detecting the temporal variation of the SASI in
CCSNe at d ≥ 10 kpc. There are some reasons for this in-

using Eq. 21 by changing N10kpc. Note that we arrive at a similar
conclusion.
8 We assume a fiducial volume of 220 ktons in HK for CCSN
neutrino analysis (Hyper-Kamiokande Proto-Collaboration et al.
2018).

consistency. First, those authors assume that the available
volume in HK is 740 ktons, which is more than three times
larger than we assume. Second, their conclusion hinges on
the choice of the most optimal observer direction in which
the SASI modulation is strongest. Our conclusions rest on
the use of the angle-averaged modulations, so their choice en-
hances the detectability of the temporal modulation in HK.
We also note that in their analysis the SN-ratio required to
catch the temporal behavior seems to be smaller than ours.
They might be setting ∼ 2 (see the bottom panel of Figure 1
in Tamborra et al. 2013). Since the SN-ratio is proportional
to d−1, the threshold distance becomes 2.5 times larger than
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Figure 9. Time evolution of the cumulative number of events in the major channel of each detector (from
top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavor conversions. Middle: normal mass hierarchy.
Right: inverted mass hierarchy. Color distinguishes the 3D models. The angular variations are also displayed
with the shaded region along each solid line and the solid line corresponds to the angular average. The distance
to the CCSN is assumed to be 10 kpc.

5, then the source should be located very nearby (d ! 1 kpc).
For HK, the threshold distance for HK is still ∼ 2 kpc8.

However, Tamborra et al. (2013) claim that HK is ca-
pable of detecting the temporal variation of the SASI in
CCSNe at d ≥ 10 kpc. There are some reasons for this in-

using Eq. 21 by changing N10kpc. Note that we arrive at a similar
conclusion.
8 We assume a fiducial volume of 220 ktons in HK for CCSN
neutrino analysis (Hyper-Kamiokande Proto-Collaboration et al.
2018).

consistency. First, those authors assume that the available
volume in HK is 740 ktons, which is more than three times
larger than we assume. Second, their conclusion hinges on
the choice of the most optimal observer direction in which
the SASI modulation is strongest. Our conclusions rest on
the use of the angle-averaged modulations, so their choice en-
hances the detectability of the temporal modulation in HK.
We also note that in their analysis the SN-ratio required to
catch the temporal behavior seems to be smaller than ours.
They might be setting ∼ 2 (see the bottom panel of Figure 1
in Tamborra et al. 2013). Since the SN-ratio is proportional
to d−1, the threshold distance becomes 2.5 times larger than
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Figure 11. Same as Fig. 9, but as a function of the total neutrino energy (TONE).

SK, JUNO, and IceCube have the most direct correlation
with the TONE, all of which is consistent with the results
displayed in Fig. 11.

For convenience, we provide approximate formulae for
the correlation in the case of the neutrino oscillation mod-
els. We fit the relation to quadratic functions. The fitting

formulae are given in the case of normal mass hierarchy as:

[SK− IBDp− NORMAL]

NCum =
(

220E52 + 5E2
52

) (

V
32.5 ktons

)

(

d
10 kpc

)

−2
, (23)

[DUNE− CCAre−NORMAL]

NCum =
(

90E52 + 4.5E2
52

) (

V
40 ktons

)

(

d
10 kpc

)

−2
, (24)

[JUNO− IBDp− NORMAL]

NCum =
(

165E52 + 4.5E2
52

) (

V
20 ktons

)

(

d
10 kpc

)

−2
, (25)

[IceCube− IBDp− NORMAL]

NCum =
(

23000E52 + 600E2
52

) (

V
3.5 Mtons

)

(

d
10 kpc

)

−2
,(26)
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Figure 11. Same as Fig. 9, but as a function of the total neutrino energy (TONE).

SK, JUNO, and IceCube have the most direct correlation
with the TONE, all of which is consistent with the results
displayed in Fig. 11.

For convenience, we provide approximate formulae for
the correlation in the case of the neutrino oscillation mod-
els. We fit the relation to quadratic functions. The fitting

formulae are given in the case of normal mass hierarchy as:

[SK− IBDp− NORMAL]

NCum =
(

220E52 + 5E2
52

) (

V
32.5 ktons

)

(

d
10 kpc

)

−2
, (23)

[DUNE− CCAre−NORMAL]

NCum =
(

90E52 + 4.5E2
52

) (

V
40 ktons

)

(

d
10 kpc

)

−2
, (24)

[JUNO− IBDp− NORMAL]

NCum =
(

165E52 + 4.5E2
52

) (

V
20 ktons

)

(

d
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)

−2
, (25)

[IceCube− IBDp− NORMAL]

NCum =
(

23000E52 + 600E2
52

) (
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3.5 Mtons

)

(

d
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)

−2
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Figure 11. Same as Fig. 9, but as a function of the total neutrino energy (TONE).

SK, JUNO, and IceCube have the most direct correlation
with the TONE, all of which is consistent with the results
displayed in Fig. 11.

For convenience, we provide approximate formulae for
the correlation in the case of the neutrino oscillation mod-
els. We fit the relation to quadratic functions. The fitting

formulae are given in the case of normal mass hierarchy as:

[SK− IBDp− NORMAL]

NCum =
(

220E52 + 5E2
52

) (

V
32.5 ktons

)

(

d
10 kpc

)

−2
, (23)

[DUNE− CCAre−NORMAL]

NCum =
(

90E52 + 4.5E2
52

) (

V
40 ktons

)

(

d
10 kpc

)

−2
, (24)

[JUNO− IBDp− NORMAL]

NCum =
(

165E52 + 4.5E2
52

) (

V
20 ktons

)

(

d
10 kpc

)

−2
, (25)

[IceCube− IBDp− NORMAL]

NCum =
(

23000E52 + 600E2
52

) (

V
3.5 Mtons

)

(

d
10 kpc

)

−2
,(26)
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Figure 9. Time evolution of the cumulative number of events in the major channel of each detector (from
top to bottom, SK, DUNE, JUNO, and IceCube). Left: no flavor conversions. Middle: normal mass hierarchy.
Right: inverted mass hierarchy. Color distinguishes the 3D models. The angular variations are also displayed
with the shaded region along each solid line and the solid line corresponds to the angular average. The distance
to the CCSN is assumed to be 10 kpc.

5, then the source should be located very nearby (d ! 1 kpc).
For HK, the threshold distance for HK is still ∼ 2 kpc8.

However, Tamborra et al. (2013) claim that HK is ca-
pable of detecting the temporal variation of the SASI in
CCSNe at d ≥ 10 kpc. There are some reasons for this in-

using Eq. 21 by changing N10kpc. Note that we arrive at a similar
conclusion.
8 We assume a fiducial volume of 220 ktons in HK for CCSN
neutrino analysis (Hyper-Kamiokande Proto-Collaboration et al.
2018).

consistency. First, those authors assume that the available
volume in HK is 740 ktons, which is more than three times
larger than we assume. Second, their conclusion hinges on
the choice of the most optimal observer direction in which
the SASI modulation is strongest. Our conclusions rest on
the use of the angle-averaged modulations, so their choice en-
hances the detectability of the temporal modulation in HK.
We also note that in their analysis the SN-ratio required to
catch the temporal behavior seems to be smaller than ours.
They might be setting ∼ 2 (see the bottom panel of Figure 1
in Tamborra et al. 2013). Since the SN-ratio is proportional
to d−1, the threshold distance becomes 2.5 times larger than
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higher with respect to the same TONE. On the other hand,
the deviation is smaller in the cases with flavor conversions.
For instance, an almost progenitor-independent correlation
emerges at DUNE for the normal-mass hierarchy. This is at-
tributed to the fact that the event counts reflect ⌫x at the
CCSN source in the neutrino oscillation model. We note that
⌫x constitutes the dominant contribution to TONE26. In the
cases with other detectors (SK, HK, JUNO and IceCube),
they also see a similar trend. It should be mentioned that
for these detectors the progenitor dependence of the corre-
lation is much smaller in the inverted-mass hierarchy than
in the normal one, since ⌫̄e at the Earth mostly reflects the
properties of the ⌫x at the supernova.
Below, we provide approximate formulae for the correla-

tions for the neutrino oscillation models. We first point out
that the quadratic fit used in Nagakura et al. (2021) can
not capture the simulation results iat later times adequately.
Hence, we fit them with a higher-order quartic polynominal.
It should be noted that, although the fit can be improved by
using cubic functions, we find that the functions break the
monotonic relation before TONE reaches 6 ⇥ 1053 erg. This
is actually unphysical. Hence, we employ quartic functions in
the fit. We confirm that monotonicity is guaranteed up to a
TONE of 1054 erg, which is a firm upper limit to the total
emission of CCSN neutrinos (see also Reed & Horowitz 2020).
The fitting formulae are given in the case of the normal

mass hierarchy as:

[SK� IBDp�NORMAL]

NCum =
�
220E52 + 5E2

52 � 0.074E3
52 + 0.0003E4

52

�

✓
V

32.5 ktons

◆✓
d

10 kpc

◆�2

, (23)

[DUNE� CCAre�NORMAL]

NCum =
�
90E52 + 4.5E2

52 � 0.062E3
52 + 0.00028E4

52

�

✓
V

40 ktons

◆✓
d

10 kpc

◆�2

, (24)

[JUNO� IBDp�NORMAL]

NCum =
�
165E52 + 5.1E2

52 � 0.082E3
52 + 0.00039E4

52

�

✓
V

20 ktons

◆✓
d

10 kpc

◆�2

, (25)

[IceCube� IBDp�NORMAL]

NCum =
�
23000E52 + 600E2

52 � 9E3
52 + 0.04E4

52

�

✓
V

3.5Mtons

◆✓
d

10 kpc

◆�2

, (26)

26 We note that the neutrino luminosity of the individual species of
heavy leptonic neutrinos is smaller than that of ⌫e or ⌫̄e neutrinos.
However, we have four such species.

and in the case with the inverted mass hierarchy as

[SK� IBDp� InV]

NCum =
�
170E52 + 4E2

52 � 0.07E3
52 + 0.00036E4

52

�

✓
V

32.5 ktons

◆✓
d

10 kpc

◆�2

, (27)

[DUNE� CCAre� InV]

NCum =
�
90E52 + 4.5E2

52 � 0.062E3
52 + 0.00028E4

52

�

✓
V

40 ktons

◆✓
d

10 kpc

◆�2

, (28)

[JUNO� IBDp� InV]

NCum =
�
135E52 + 3E2

52 � 0.051E3
52 + 0.0003E4

52

�

✓
V

20 ktons

◆✓
d

10 kpc

◆�2

, (29)

[IceCube� IBDp� InV]

NCum =
�
18000E52 + 430E2

52 � 7E3
52 + 0.035E4

52

�

✓
V

3.5Mtons

◆✓
d

10 kpc

◆�2

, (30)

where NCum, E52, and V denote the cumulative number of
events, TONE in the units of 1052ergs, and the detector vol-
ume, respectively. We note that Eqs. 23 and 27 with V = 220
ktons represent the HK case.
There are two caveats regarding the fitting formulae. First,

although they are capable of reproducing the results of explo-
sion models, there is a systematic deviation for non-exploding
models for all the detectors for the normal mass hierarchy,
and for DUNE with the inverted mass hierarchy (see Fig. 14).
This is attributed to the fact that the accretion component
of ⌫es or ⌫̄es (at the supernova) at late times contributes sub-
stantially to the event counts (as discussed already). As a
result, the event counts tend to be higher than other cases
with respect to the same TONE (see also Fig. 13 and rele-
vant discussions). On the other hand, the systematic error is
roughly ⇠ 10%, which is the same level of uncertainty due to
the angular (observer direction) dependence (see Secs. 3.2 and
3.4 in Nagakura et al. 2021). This indicates that the errors
may be overwhelmed by other uncertainties. We, hence, do
not attempt any modifications to correct for the systematic
deviations of non-exploding models. The cumulative number
of events in our Fornax CCSN models tends to be slightly
higher than in others. This indicates that the TONE obtained
by our fitting formulae could be underestimated.
The fitting formulae provided should be very useful in real

observations, in particular for distant CCSNe. As discussed
in Nagakura et al. (2021); Nagakura (2021), the TONE can
be estimated through the retrieval of energy spectra for all
flavors of neutrino by using purely observed quantities at mul-
tiple detectors. However, the statistical error is very large un-
less the CCSN source is very close and this implies that the
retrieved TONE would not be accurate. Our fitting formulae,
on the other hand, need only energy- and time-integrated (cu-
mulative) event counts, which corresponds to the most sta-
tistically significant datum among observed quantities. For
instance, the error for SK, JUNO, and DUNE for the Large
Magellanic Cloud CCSNe (⇠ 50 kpc) is . 5%, and HK will
allow us to provide the TONE for CCSNe at the Andromeda
galaxy (⇠ 700 kpc) with ⇠ 10% errors. This indicates that
the statistical noise does not compromise the accuracy of the
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Figure 1. Total emitted neutrino energy (TONE) as a function of
post-bounce time. Color distinguishes models. Solid and dashed
lines represent explosion and non-explosion models, respectively.

although the 3D models are also available in Vartanyan et al.
(2019a); Burrows et al. (2020). The reason of this choice is
that the 2D simulation is computationally much cheaper than
that of 3D, which allows the simulation of CCSN for a longer
time (⇠ 4 s after core bounce). We also find that the angular-
averaged neutrino signal is almost the same as that obtained
from 3D models; hence, we adopt the angle-averaged neutrino
data of the 2D models in this study. These models cover the
most of accretion phase in CCSN, which is the focused phase
in this study.
In these simulations, we cover a wide range of progen-

itor masses, spanning a zero-age main sequence mass of
9 � 25 M�. The initial conditions for the stellar progeni-
tors are provided in Sukhbold et al. (2018), and 2D simula-
tions were calculated, following the stellar collapse and post-
bounce evolution through ⇠ 4 s. Among the (18) models,
shock revival is achieved for all except for the 12- and 15 M�
models. The detailed analysis of their CCSN dynamics can
be found in (Burrows & Vartanyan 2021), and that of the
neutrino signal are presented in (Nagakura et al. 2021c).
Figure 1 shows the time evolution of TONE for our CCSN

models. As discussed in (Nagakura et al. 2021c), its time evo-
lution has rich progenitor-dependent features. As shown in
the figure, the 9M� model has the lowest TONE among all
models. This model has the steepest density gradient around
the core at the presupernova phase (see Fig. 1 in Burrows &
Vartanyan 2021), indicating that the mass accretion rate be-
comes the smallest among our CCSN models. This suppresses
the accretion component of neutrino emission, resulting in the
lowest TONE. On the contrary, 21M� model has the high-
est TONE. Contrary to the case of 9M� model, it has the
shallowest density gradient in the core at the presupernova
stage, leading the highest mass accretion rate onto PNS and
hence the highest TONE.
We show the time evolution of the PNS mass in the left

panel of Fig. 2 obtained from our CCSN simulations. This
displays the mass accretion history for each CCSN model,
which clearly shows that 9 and 21M� models have the lowest
and highest mass accretion rate onto the PNS, respectively

(consistent with the above discussion). By comparing TONE
and PNS mass, the correlation is obvious; the TONE becomes
higher for larger PNS mass. In the next section (Sec. 4), we
quantify the correlation. In the right panel of Fig. 2, on the
other hand, we display PNS radius as a function of time. We
find that the higher PNS mass tends to have the larger ra-
dius, and that the PNS shrinks monotonically with time. It
should be noted that the progenitor dependence of PNS ra-
dius becomes weaker with increasing time; indeed, all models
eventually follow the universal time evolution at & 1 s. We
also quantify these time-dependent features of PNS radius in
the next section.

4 CORRELATION BETWEEN TONE AND PNS

STRUCTURE

Let us first inspect a correlation between TONE and PNS
mass in the same time snapshots. In Fig. 3, we collect TONE
and PNS mass of each CCSN model at the time of 0.2, 0.5
and 2 s in each panel. As illustrated in the plot, the PNS
mass has a strong correlation to TONE. The red line in each
panel is a quadratic fit for the correlation; the coe�cients are
displayed in each panel.
It should be mentioned that the fitting function evolves

with time, indicating that we can obtain TONE by specifying
PNS mass and post-bounce time. In other words, we can draw
the time evolution of TONE along a constant PNS mass. We
fit them by a seventh degree function;

E52(t) =
7X

i=0

ait
i, (1)

where E52 denotes TONE in the unit of 1052erg, and t rep-
resents the time measured from core bounce in the unit of
second. The fitting coe�cients for PNS mass in the range of
1.2�2.2M� are summarized in Tab. 1. The time evolution of
TONE for selected PNS masses are displayed in Fig. 4. There
are two important remarks in our results. First, our fitting is
only valid in the post bounce time of 0.1 s . t . 4 s. In the
very early post-bounce phase (. 0.1 s), the time evolution
of TONE is rather steep, and it would be necessary to use
higher polynomials to fit the data. On the other hand, there
are other systematic errors in our method at . 0.2 s in our
method (see Secs. 5 and 6 for more detail); this drawback
in our method needs to be improved, although addressing
the issue is postponed to future work. We also note that our
neutrino data on CCSN models are available up to ⇠ 4 s, in-
dicating that our fitting functions are not reliable after that
time. Another remark is that we provide coe�cients for PNS
mass for each 0.1M� from 1.2� 2.2M� in Tab. 1. For cases
with other PNS masses, we can simply use a linear interpo-
lation or extrapolation from the adjacent data points.
As shown in Fig. 2, the time evolution of PNS radius is

insensitive to CCSN models. However, we find that the PNS
radius tends to be (slightly) larger for higher PNS mass at
. 1s. We, hence, evaluate the correlation quantitatively; the
results are summarized in Fig. 5. As expected, we find that
the PNS radius has a positive correlation to its mass at the
early post-bounce phase. It should be mentioned that the
correlation disappears in the late phase (see right panel of
Fig. 5). However, we confirm that the variance of PNS radius
is very small (see right panel in Fig. 5); hence, the fitting
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data is still useful. We also note that the uncertainty of EOS
would be more influential to estimate the radius in the late
phase, which will be discussed in Sec. 6.
We fit the relation between PNS mass and radius linearly at

each time snapshot. This allows us to estimate PNS radius by
giving PNS mass and time. This indicates that we can draw
the time evolution of PNS radius for a constant PNS mass.
We fit them by polynomial functions as

lnR10(t) =
7X

i=0

bit
i, (2)

where R10 denotes the PNS radius in the unit of 10 km; the
fitting coe�cients are summarized in Tab. 2. We also draw
the time evolution of PNS radius for selected PNS masses in
Fig. 6. In the next section, we demonstrate how these fitting
functions can be used for data analysis in real observations.

5 DEMONSTRATION

In this section, we demonstrate retrievals of time evolution of
PNS mass and radius from observed neutrino data by using
our proposed method. For the input data, we employ mock
data of observed neutrinos in Nagakura et al. (2021c), which
were computed by a detector software, SNOwGLoBES3. The
original CCSN models for these mock data are the same
as those used in this paper (Burrows & Vartanyan 2021).
By assuming neutrino oscillation models and the distance to
CCSN, we estimated the energy- and flavor dependent neu-
trino flux at Earth, and then the neutrino event count at
each detector were estimated through SNOwGLoBES (see
Nagakura et al. (2021c) in more detail). In this study, we

3 The software is available at https://webhome.phy.duke.edu/

~schol/snowglobes/.
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data is still useful. We also note that the uncertainty of EOS
would be more influential to estimate the radius in the late
phase, which will be discussed in Sec. 6.
We fit the relation between PNS mass and radius linearly at

each time snapshot. This allows us to estimate PNS radius by
giving PNS mass and time. This indicates that we can draw
the time evolution of PNS radius for a constant PNS mass.
We fit them by polynomial functions as

lnR10(t) =
7X

i=0

bit
i, (2)

where R10 denotes the PNS radius in the unit of 10 km; the
fitting coe�cients are summarized in Tab. 2. We also draw
the time evolution of PNS radius for selected PNS masses in
Fig. 6. In the next section, we demonstrate how these fitting
functions can be used for data analysis in real observations.

5 DEMONSTRATION

In this section, we demonstrate retrievals of time evolution of
PNS mass and radius from observed neutrino data by using
our proposed method. For the input data, we employ mock
data of observed neutrinos in Nagakura et al. (2021c), which
were computed by a detector software, SNOwGLoBES3. The
original CCSN models for these mock data are the same
as those used in this paper (Burrows & Vartanyan 2021).
By assuming neutrino oscillation models and the distance to
CCSN, we estimated the energy- and flavor dependent neu-
trino flux at Earth, and then the neutrino event count at
each detector were estimated through SNOwGLoBES (see
Nagakura et al. (2021c) in more detail). In this study, we

3 The software is available at https://webhome.phy.duke.edu/

~schol/snowglobes/.
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Table 1. Fitting coe�cients for the time evolution of TONE along the constant PNS mass. See Eq. 1 for definition of coe�cients.

PNS baryon-mass [M�] a0 a1 a2 a3 a4 a5 a6 a7

1.2 0.5333 13.93 -16.66 14.34 -7.168 2.039 -0.3076 1.909⇥ 10�2

1.3 0.5566 16.10 -18.10 15.13 -7.471 2.117 -0.3193 1.982⇥ 10�2

1.4 0.5831 18.34 -19.70 16.04 -7.850 2.220 -0.3348 2.080⇥ 10�2

1.5 0.6135 20.66 -21.43 17.11 -8.318 2.351 -0.3548 2.207⇥ 10�2

1.6 0.6486 23.06 -23.30 18.34 -8.888 2.513 -0.3800 2.367⇥ 10�2

1.7 0.6893 25.55 -25.35 19.78 -9.578 2.714 -0.4113 2.567⇥ 10�2

1.8 0.7371 28.15 -27.59 21.47 -10.41 2.959 -0.4496 2.813⇥ 10�2

1.9 0.7937 30.87 -30.06 23.43 -11.41 3.256 -0.4964 3.113⇥ 10�2

2.0 0.8619 33.72 -32.82 25.74 -12.61 3.615 -0.5530 3.477⇥ 10�2

2.1 0.9456 36.72 -35.90 28.47 -14.06 4.048 -0.6212 3.916⇥ 10�2

2.2 10.508 39.89 -39.38 31.69 -15.78 4.567 -0.7031 4.443⇥ 10�2

Table 2. Fitting coe�cients for the time evolution of PNS radius along the constant PNS mass. See Eq. 2 for definition of coe�cients.

PNS baryon-mass [M�] b0 b1 b2 b3 b4 b5 b6 b7

1.2 2.097 -3.545 4.855 -3.982 1.931 -0.5429 8.163⇥ 10�2 �5.062⇥ 10�3

1.3 2.140 -3.689 5.146 -4.302 2.120 -0.6042 9.178⇥ 10�2 �5.738⇥ 10�3

1.4 2.182 -3.826 5.422 -4.607 2.302 -0.6629 0.1015 �6.387⇥ 10�3

1.5 2.223 -3.957 5.686 -4.899 2.477 -0.7193 0.1109 �7.012⇥ 10�3

1.6 2.262 -4.082 5.938 -5.179 2.644 -0.7735 0.1199 �7.613⇥ 10�3

1.7 2.299 -4.201 6.178 -5.448 2.805 -0.8258 0.1286 �8.193⇥ 10�3

1.8 2.336 -4.314 6.409 -5.707 2.960 -0.8762 0.1369 �8.754⇥ 10�3

1.9 2.371 -4.424 6.630 -5.955 3.110 -0.9249 0.1450 �9.296⇥ 10�3

2.0 2.406 -4.528 6.842 -6.195 3.255 -0.9720 0.1529 �9.821⇥ 10�3

2.1 2.439 -4.629 7.047 -6.427 3.395 -1.0177 0.1605 �1.033⇥ 10�2

2.2 2.472 -4.725 7.244 -6.650 3.531 -1.0619 0.1679 �1.082⇥ 10�2
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Figure 4. TONE as a function of time along a constant PNS baryon-
mass: 1.2, 1.4, 1.6, 1.8, 2.0, and 2.2M�. The fitting function of each
line is summarized in Table 1.

consider cases for representative terrestrial neutrino obser-
vatories: SK (HK), DUNE, JUNO, and IceCube; and their
detector volume is assumed to be 32.5(220) ktons, 40 ktons,
20 ktons, and 3.5 Mtons, respectively. For simplicity, we only
consider the major reaction channel at each detector: IBD-p
for SK, HK, and IceCube; the charged-current reaction with
argon for DUNE. For neutrino oscillation models, we adopt
adiabatic Mikheyev-Smirnov-Wolfenstein (MSW) model for
both normal- and inverted mass hierarchy. The uncertainty
of neutrino oscillation model will be discussed in Sec. 6. In
this study, we do not take into account Poisson noise, whereas

the smearing e↵ects in detector response that are equipped
with SNOwGLoBES are included.

As described in previous sections, we use the time-
dependent cumulative number of neutrino events (NCum) at
each detector. Under the adiabatic MSW neutrino oscillation
model, we can estimate TONE (E52) from NCum as (see also
Eqs. 23-30 in Nagakura et al. (2021c)),

[SK� IBDp�NORMAL]

NCum =
�
220E52 + 5E2

52 � 0.074E3
52 + 0.0003E4

52

�

✓
V

32.5 ktons

◆✓
d

10 kpc

◆�2

, (3)

[DUNE� CCAre�NORMAL]

NCum =
�
90E52 + 4.5E2

52 � 0.062E3
52 + 0.00028E4

52

�

✓
V

40 ktons

◆✓
d

10 kpc

◆�2

, (4)

[JUNO� IBDp�NORMAL]

NCum =
�
165E52 + 5.1E2

52 � 0.082E3
52 + 0.00039E4

52

�

✓
V

20 ktons

◆✓
d

10 kpc

◆�2

, (5)

[IceCube� IBDp�NORMAL]

NCum =
�
23000E52 + 600E2

52 � 9E3
52 + 0.04E4

52

�

✓
V

3.5Mtons

◆✓
d

10 kpc

◆�2

, (6)

in the normal mass hierarchy; V denotes the detector volume.
In the case with the inverted mass hierarchy, the functions
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The time evolution of radiated energy of 
neutrinos is characterized by PNS mass 

With mass accretion

Nagakura and Vartanyan 2022
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